
ar
X

iv
:1

31
2.

65
16

v2
  [

m
at

h.
A

P]
  2

2 
Se

p 
20

15

UNIQUE CONTINUATION PROPERTIES FOR RELATIVISTIC

SCHRÖDINGER OPERATORS WITH A SINGULAR POTENTIAL

MOUHAMED MOUSTAPHA FALL AND VERONICA FELLI

Abstract. Asymptotics of solutions to relativistic fractional elliptic equations with Hardy type
potentials is established in this paper. As a consequence, unique continuation properties are
obtained.

1. Introduction

Let N > 2s with s ∈ (0, 1) and Ω be an open subset of RN . The purpose of the present paper
is to establish unique continuation properties for the operator

(1.1) H := (−∆+m2)s −
a( x|x|)

|x|2s − h(x),

where m ≥ 0, a ∈ C1(SN−1), and

(1.2) h ∈ C1(Ω \ {0}), |h(x)|+ |x · ∇h(x)| ≤ Ch|x|−2s+χ as |x| → 0,

for some Ch > 0 and χ ∈ (0, 1). Answers to the problem of unique continuation will be derived
from a precise description of the asymptotic behavior of solutions to Hu = 0 near 0.

From the mathematical point of view, a reason of interest in potentials of the type a(x/|x|)|x|−2s

relies in their criticality with respect to the differential operator (−∆ +m2)s; indeed, they have
the same homogeneity as the s-laplacian (−∆)s, hence they cannot be regarded as a lower order
perturbation term. The physical interest in the study of properties of the Hamiltonian in (1.1) is
manifest in the case s = 1/2; indeed, if s = 1/2 and a ≡ Ze2 is constant, then the Hamiltonian
(1.1) describes a spin zero relativistic particle of charge e and mass m in the Coulomb field of an
infinitely heavy nucleus of charge Z, see e.g. [16, 18].

Before going further, let us fix our notion of solutions to Hu = 0 in an open set Ω. For every
ϕ ∈ C∞

c (RN ) and s ∈ (0, 1), the relativistic Schrödinger operator with mass m ≥ 0 is defined as

(1.3) (−∆+m2)sϕ(x) = cN,sm
N+2s

2 P.V.

∫

RN

ϕ(x) − ϕ(y)

|x− y|N+2s
2

KN+2s
2

(m|x− y|) dy +m2sϕ(x),

for every x ∈ RN , where P.V. indicates that the integral is meant in the principal value sense and

cN,s = 2−(N+2s)/2+1π−N
2 22s

s(1− s)

Γ(2− s)
,

see Remark 7.3. Here Kν denotes the modified Bessel function of the second kind with order ν, see
appendices B and C in sections 6 and 7. The Dirichlet form associated to (−∆+m2)s on C∞

c (RN )
is given by

(u, v)Hs
m(RN ) : =

∫

RN

(|ξ|2 +m2)sû(ξ)v̂(ξ)dξ(1.4)

=
cN,s
2
m

N+2s
2

∫

R2N

(u(x)− u(y))(v(x) − v(y))

|x− y|N+2s
2

KN+2s
2

(m|x − y|) dx dy

+m2s

∫

RN

u(x)v(x)dx,
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where û denotes the unitary Fourier transform of u. We define Hs
m(RN ) as the completion of

C∞
c (RN ) with respect to the norm induced by the scalar product (1.4). If m > 0, Hs

m(RN ) is
nothing but the standard Hs(RN ); then, we will write Hs(RN ) without the subscript “m”.

By a weak solution to Hu = 0 in Ω, we mean a function u ∈ Hs
m(RN ) such that

(1.5) (u, ϕ)Hs
m(RN ) =

∫

Ω

(
a(x/|x|)
|x|2s u(x) + h(x)u(x)

)
ϕ(x) dx, for all ϕ ∈ C∞

c (Ω).

We notice that the right hand side of (1.5) is well defined in view of the following Hardy type
inequality due to Herbst in [16] (see also [28]):

(1.6) ΛN,s

∫

RN

u2(x)

|x|2s dx ≤
∫

RN

|ξ|2s|û(ξ)|2 dξ ≤ ‖u‖2Hs
m(RN ), for all u ∈ Hs

m(RN ),

where

ΛN,s := 22s
Γ2
(
N+2s

4

)

Γ2
(
N−2s

4

) .

A first aim of this paper is to give a precise description of the behavior near 0 of solutions to the
equation Hu = 0, from which several unique continuation properties can be derived. The rate and
the shape of u can be described in terms of the eigenvalues and the eigenfunctions of the following
eigenvalue problem




− divSN (θ1−2s

1 ∇SNψ) = µ θ1−2s
1 ψ, in SN+ ,

− limθ1→0+ θ
1−2s
1 ∇SNψ · e1 = κsa(θ

′)ψ, on ∂SN+ ,
(1.7)

where

(1.8) κs =
Γ(1− s)

22s−1Γ(s)

and

SN+ = {(θ1, θ2, . . . , θN+1) ∈ SN : θ1 > 0} =
{
z
|z| : z ∈ RN+1, z · e1 > 0

}
,

with e1 = (1, 0, . . . , 0); we refer to section 2 for a variational formulation of (1.7). From classical
spectral theory (see section 2 for the details), if

(1.9) µ1(a) := inf
ψ∈H1(SN+ ;θ1−2s

1 )\{0}

∫
SN+
θ1−2s
1 |∇ψ(θ)|2dS − κs

∫
SN−1 a(θ

′)ψ2(0, θ′) dS′

∫
SN+
θ1−2s
1 ψ2(θ) dS

> −∞,

then problem (1.7) admits a diverging sequence of real eigenvalues with finite multiplicity

µ1(a) ≤ µ2(a) ≤ · · · ≤ µk(a) ≤ · · · ,
the first one of which coincides with the infimum in (1.9), which is actually attained. Throughout
the present paper, we will always assume that

(1.10) µ1(a) > −
(
N − 2s

2

)2
.

Our first result is the following asymptotics of solutions at the singularity, which generalizes to the
case m > 0 an analogous result obtained by the authors in [9] for m = 0.

Theorem 1.1. Let u ∈ Hs
m(RN ) be a nontrivial weak solution to

(−∆+m2)su(x)−
a( x|x|)

|x|2s u(x)− h(x)u(x) = 0

in an open set Ω ⊂ RN containing the origin, with s ∈ (0, 1), N > 2s, m ≥ 0, h satisfying
assumption (1.2), and a ∈ C1(SN−1). Then there exists an eigenvalue µk0(a) of (1.7) and an
eigenfunction ψ associated to µk0(a) such that

τ−
2s−N

2 −
√
( 2s−N

2 )2+µk0
(a)u(τx) → |x|−

N−2s
2 +

√
( 2s−N

2 )2+µk0
(a)ψ

(
0, x|x|

)
as τ → 0+,
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in C1,α
loc (B

′
1 \ {0}) for some α ∈ (0, 1), where B′

1 := {x ∈ RN : |x| < 1}, and, in particular,

τ−
2s−N

2 −
√
( 2s−N

2 )
2
+µk0

(a)u (τθ′) → ψ (0, θ′) in C1,α(SN−1) as τ → 0+,

where SN−1 = ∂SN+ .

The proof of Theorem 1.1 is based on an Almgren type monotonicity formula (see [1, 14]) for
a Caffarelli-Silvestre type extended problem. Indeed, for every u ∈ Hs(RN ) there exists a unique

w = H(u) ∈ H1(RN+1
+ ; t1−2s) weakly solving
{
− div(t1−2s∇w) +m2t1−2sw = 0, in R

N+1
+ ,

w = u, on ∂RN+1
+ = {0} × RN ,

where RN+1
+ = {z = (t, x) : t ∈ (0,+∞), x ∈ RN} and H1(RN+1

+ ; t1−2s) is defined as the

completion of C∞
c (RN+1

+ ) with respect to the norm

‖w‖H1(RN+1
+ ;t1−2s) =

(∫

R
N+1
+

t1−2s
(
|∇w(t, x)|2 + w2(t, x)

)
dt dx

)1/2
.

Furthermore,

− lim
t→0+

t1−2s ∂w

∂t
(x) = κs(−∆+m2)su(x), in H−s(RN ),

in a weak sense, see Theorem 7.1 in Appendix B. Therefore u ∈ Hs(RN ) weakly solves H(u) = 0
in Ω in the sense of (1.5) if and only if its extension w = H(u) satisfies

(1.11)





− div(t1−2s∇w(t, x)) +m2t1−2sw = 0, in R
N+1
+ ,

w(0, x) = u(x), in RN ,

− limt→0+ t
1−2s ∂w

∂t (t, x) = κs

(
a(x/|x|)
|x|2s w + hw

)
, in Ω,

in a weak sense. The asymptotics provided in Theorem 1.1 follows from combining an Almgren type
monotonicity formula for problem (1.11) with a blow-up analysis; see [10–12] for the combination of
such methods to prove not only unique continuation but also the precise asymptotics of solutions.
We also refer to [4, 9] for monotonicity formulas in fractional problems.

As a particular case of Theorem 1.1, if a ≡ 0 we obtain the following result.

Corollary 1.2. Let Ω be an open bounded subset of RN and u ∈ Hs
m(RN ) be a nontrivial weak

solution to

(1.12) (−∆+m2)su(x) = h(x)u(x), in Ω,

with s ∈ (0, 1) and h ∈ C1(Ω). Then, for every x0 ∈ Ω, there exists an eigenvalue µk0 = µk0(0) of
problem (1.7) with a ≡ 0 and an eigenfunction ψ associated to µk0 such that

(1.13) τ−
2s−N

2 −
√
( 2s−N

2 )
2
+µk0u(x0 + τ(x − x0))

→ |x− x0|−
N−2s

2 +
√
( 2s−N

2 )2+µk0ψ
(
0, x−x0

|x−x0|
)

as τ → 0+,

in C1,α({x ∈ RN : x− x0 ∈ B′
1}).

A relevant application of the asymptotic analysis contained in Theorem 1.1 and Corollary 1.2 is
the validity of some unique continuation principles. A direct consequence of Theorem 1.1 is the
following strong unique continuation property, which extends to the case m > 0 an analogous result
obtained for m = 0 in [9].

Theorem 1.3. Suppose that all the assumptions of Theorem 1.1 hold true. Let u ∈ Hs
m(RN ) be a

weak solution to

(−∆+m2)su(x)−
a( x|x|)

|x|2s u(x)− h(x)u(x) = 0

in an open set Ω ⊂ RN containing the origin. If u(x) = o(|x|n) = o(1)|x|n as |x| → 0 for all n ∈ N,
then u ≡ 0 in Ω.
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We mention that recently some strong unique continuation properties for fractional laplacian
have been proved by several authors, see [9, 13, 21, 24, 29]. Corollary 1.2 allows also to prove
the following unique continuation principle from sets of positive measures, which implies, as an
interesting application, that the nodal sets of eigenfunctions for (−∆+m2)s have zero Lebesgue
measure.

Theorem 1.4. Suppose that u is as in Corollary 1.2. If u ≡ 0 on a set E ⊂ Ω of positive measure,
then u ≡ 0 in Ω.

A direct application of Theorem 1.4 can be found in [13], where the authors proved the case
N = 1 and m = 0.

Remark 1.5. We point out that the results presented above still hold for the more general nonlinear
problem

(−∆+m2)su =
a( x|x|)

|x|2s u(x) + h(x)u(x) + f(x, u),

which was considered in [9] for m = 0. Assuming that

f ∈ C1(Ω× R), t 7→ F (x, t) ∈ C1(Ω× R),

|f(x, t)t|+ |f ′
t(x, t)t

2|+ |∇xF (x, t) · x| ≤ Cf |t|p for a.e. x ∈ Ω and all t ∈ R,
(1.14)

where 2 < p ≤ 2∗(s) = 2N
N−2s , F (x, t) =

∫ t
0 f(x, r) dr, the asymptotics of Theorem 1.1 and the unique

continuation principles of Theorems 1.3 and 1.4 still hold. Since the presence of the nonlinear
term introduces essentially the same difficulties already treated in [9], we present here the details
of proofs only for the linear problem focusing on the differences from [9] due to the introduction of
the relativistic correction.

Beside the above unique continuation properties (UCPs), several results of independent interest
will be proved in this paper. Indeed, to prove the UCPs, we transform, in the spirit of [9], problems
of the type

(1.15) (−∆+m2)su(x) = G(x, u), in Ω,

into the problem

(1.16)





−div(t1−2s∇w) +m2t1−2sw = 0, in RN+1
+ ,

w = u, on RN ,

− limt→0 t
1−2s ∂w

∂t = κs(−∆+m2)su = κsG(x,w), in Ω.

Such extension is a generalization of the Caffarelli-Silvestre extension [4] and it is a particular
case of more general extension theorems proved in Section 6. We actually derive asymptotics of
solutions and unique continuation for problems of type (1.15) as a consequence of asymptotics and
unique continuation for the corresponding extended problem (1.16).

In sections 2, 3 and 4 we present some preliminary results including some Hardy type inequalities,
Schauder estimates for boundary value problems related to (1.16) and a Pohozaev type identity.
These latter preparatory results will be used in the study of the monotonicity properties of the
Almgren type frequency function associated to the extended problem (1.11); in section 5 a blow-
up analysis of the extended problem will be also performed thus leading to the proof of Theorem
1.1 and, as consequences of Theorem 1.1, of Corollary 1.2 and Theorems 1.3 and 1.4. Finally, in
Section 7 we describe some properties of the relativistic Schrödinger operator (−∆+m2)s.

2. Hardy type inequalities

Let us denote, for every R > 0,

B+
R = {z = (t, x) ∈ RN+1

+ : |z| < R}, B′
R := {x ∈ RN : |x| < R},

S+
R = {z = (t, x) ∈ R

N+1
+ : |z| = R}.

For every R > 0, we define the space H1(B+
R ; t

1−2s) as the completion of C∞(B+
R) with respect to

the norm

‖w‖H1(B+
R ;t1−2s) =

(∫

B+
R

t1−2s
(
|∇w(t, x)|2 + w2(t, x)

)
dt dx

)1/2
.
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We also define H1(SN+ ; θ1−2s
1 ) as the completion of C∞(SN+ ) with respect to the norm

‖ψ‖H1(SN+ ;θ1−2s
1 ) =

(∫

SN+

θ1−2s
1

(
|∇SNψ(θ)|2 + ψ2(θ)

)
dS

)1/2

and

L2(SN+ ; θ1−2s
1 ) :=

{
ψ : SN+ → R measurable such that

∫
SN+
θ1−2s
1 ψ2(θ) dS < +∞

}
.

We recall the Sobolev trace inequality: there exists SN,s > 0 such that, for all w ∈ D1,2(RN+1
+ ; t1−2s)

(∫

RN

|w(0, x)|2N/(N−2s) dx

)(N−2s)/N

dx ≤ SN,s

∫

R
N+1
+

t1−2s|∇w(t, x)|2dt dx,

where D1,2(RN+1
+ ; t1−2s) is defined as the completion of C∞

c (RN+1
+ ) with respect to the norm

( ∫
R

N+1
+

t1−2s|∇w(t, x)|2dt dx
)1/2

(see e.g. [9] for details). Using a change of variables and writing

w(z) = f(|z|)ψ(z/|z|), with f ∈ C∞
c (0,∞), we can easily prove that there exists a well defined

continuous trace operator

H1(SN+ ; θ1−2s
1 ) → L2N/(N−2s)(∂SN+ ) = L2N/(N−2s)(SN−1),

so that, for some CN,s > 0,

(2.1) ‖ψ(0, ·)‖2L2N/(N−2s)(SN−1) ≤ CN,s

(∫

SN+

θ1−2s
1 |∇ψ(θ)|2 dS +

∫

SN+

θ1−2s
1 ψ2(θ) dS

)

for all ψ ∈ H1(SN+ ; θ1−2s
1 ).

In order to construct an orthonormal basis of L2(SN+ ; θ1−2s
1 ) for expanding solutions to Hu = 0

in Fourier series, we are naturally lead to consider the eigenvalue problem (1.7), which admits the
following variational formulation: we say that µ ∈ R is an eigenvalue of problem (1.7) if there
exists ψ ∈ H1(SN+ ; θ1−2s

1 ) \ {0} (called eigenfunction) such that

Q(ψ, ϑ) = µ

∫

SN+

θ1−2s
1 ψ(θ)ϑ(θ) dS, for all ϑ ∈ H1(SN+ ; θ1−2s

1 ),

where

Q : H1(SN+ ; θ1−2s
1 )×H1(SN+ ; θ1−2s

1 ) → R,

Q(ψ, ϑ) =

∫

SN+

θ1−2s
1 ∇ψ(θ) · ∇ϑ(θ) dS − κs

∫

SN−1

a(θ′)ψ(0, θ′)ϑ(0, θ′) dS′.

If a ∈ LN/(2s)(SN−1) and (1.9) holds, then we can prove that the bilinear form Q is continuous
and weakly coercive on H1(SN+ ; θ1−2s

1 ). Moreover, since the weight θ1−2s
1 belongs to the second

Muckenhoupt class, the embedding

H1(SN+ ; θ1−2s
1 ) →֒→֒ L2(SN+ ; θ1−2s

1 )

is compact. From classical spectral theory, problem (1.7) admits a diverging sequence of real
eigenvalues with finite multiplicity µ1(a) ≤ µ2(a) ≤ · · · ≤ µk(a) ≤ · · · the first of which coincides
with the infimum in (1.9) and then admits the variational characterization

(2.2) µ1(a) = min
ψ∈H1(SN+ ;θ1−2s

1 )\{0}

Q(ψ, ψ)∫
SN+
θ1−2s
1 ψ2(θ) dS

.

We assume that (1.10) holds. To each k ≥ 1, we associate an L2(SN+ ; θ1−2s
1 )-normalized eigenfunc-

tion ψk ∈ H1(SN+ ; θ1−2s
1 ), ψk 6≡ 0 corresponding to the k-th eigenvalue µk(a), i.e. satisfying

(2.3) Q(ψk, ϑ) = µk(a)

∫

SN+

θ1−2s
1 ψk(θ)ϑ(θ) dS, for all ϑ ∈ H1(SN+ ; θ1−2s

1 ).

In the enumeration µ1(a) ≤ µ2(a) ≤ · · · ≤ µk(a) ≤ · · · , we repeat each eigenvalue as many times
as its multiplicity; thus exactly one eigenfunction ψk corresponds to each index k ∈ N, k ≥ 1. We
can choose the functions ψk in such a way that they form an orthonormal basis of L2(SN+ ; θ1−2s

1 ).
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The following results will be useful to prove Hard-type inequalities for the potential a(x/|x|)|x|−2s

with a belonging to some Lp space; indeed, the Hardy inequality for this potential involves only
µ1(a) whose corresponding eigenfunction is simple.

Lemma 2.1. If a ∈ LN/2s(SN−1) and a satisfies (1.9), then µ1(a) is attained by a positive mini-
mizer. Moreover, the mapping a 7→ µ1(a) is continuous in Lq(SN−1) for every q > N/(2s).

Proof. The first assertion is classical thanks to the Sobolev-trace inequality on SN+ (2.1), so we

skip the details. Now let q > N/(2s) and an ∈ Lq(SN−1) such that an → a in Lq(SN−1) (and an, a

satisfy (1.9)). For every ψ ∈ C∞(SN+ ), ψ 6≡ 0, using Hölder inequality, we can see that

µ1(an) ≤
∫
SN+
θ1−2s
1 |∇ψ(θ)|2 dS − κs

∫
SN−1 an(θ

′)ψ2(0, θ′) dS′

∫
SN+
θ1−2s
1 ψ2(θ) dS

≤
∫
SN+
θ1−2s
1 |∇ψ(θ)|2 dS − κs

∫
SN−1 a(θ

′)ψ2(0, θ′) dS′

∫
SN+
θ1−2s
1 ψ2(θ) dS

+ κs
‖an − a‖LN/(2s)(SN−1)‖ψ(0, ·)‖2L2N/(N−2s)(SN−1)∫

SN+
θ1−2s
1 ψ2(θ) dS

.

So, choosing ψ to be a minimizer for µ1(a), we get

µ1(an) ≤ µ1(a) + o(1), as n→ ∞.

Define Cδ = {σ ∈ SN+ : dist(σ, ∂SN+ ) < δ} for all δ > 0. Let χδ ∈ C∞(SN ) be such that χδ = 1

on Cδ and χδ = 0 on SN \ C2δ. Next, let ψn be a positive minimizer for µ1(an) normalized so that∫
SN+
θ1−2s
1 ψ2

n(θ) dS = 1. Then




− divSN (θ1−2s

1 ∇SNψn) = µ1(an) θ
1−2s
1 ψn, in SN+ ,

− limθ1→0+ θ
1−2s
1 ∇SNψn · e1 = κsan(θ

′)ψn, on ∂SN+ .

Multiply the above equation by ψnχ
2
δ and integrate by parts to get

∫

SN+

θ1−2s
1 χ2

δ|∇ψn|2(θ) dS + 2

∫

SN+

θ1−2s
1 ∇ψn · χδψn∇χδ(θ) dS

≤ µ1(a) + o(1) + κs

∫

SN−1

anχ
2
δψ

2
n(0, θ

′) dS′.

Hence by Hölder’s inequality
∫

SN+

θ1−2s
1 |∇(χδψn)|2(θ) dS −

∫

SN+

θ1−2s
1 |∇χδ|2ψ2

n(θ) dS

≤ µ1(a) + o(1) + κs‖an‖LN/2s(C2δ)‖χdψn(0, ·)‖2L2N/(N−2s)(SN−1)

and thus ∫

SN+

θ1−2s
1 |∇(χδψn)|2(θ) dS

≤ C(a,N, s, δ)
(
1 + ‖an‖Lq(SN−1)|C2δ|(2sq−N)/2sq‖χδψn(0, ·)‖2L2N/(N−2s)(SN−1)

)

for some positive constant C(a,N, s, δ) depending only on a,N, s, δ. Therefore, provided δ is small,
by the Sobolev inequality we infer

∫

Cδ

θ1−2s
1 |∇ψn|2(θ) dS =

∫

Cδ

θ1−2s
1 |∇(χδψn)|2(θ) dS ≤ 2C(a,N, s, δ) for all n ∈ N.

Similar arguments can be performed on geodesic balls of SN+ with radius δ. By covering SN+ \ Cδ/2
with such finite small balls and with a classical argument of partition of unity, we conclude that

∫

SN+

θ1−2s
1 |∇ψn|2(θ) dS ≤ const, |µ1(an)| ≤ const.
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It turns out that, up to subsequences, ψn converges weakly in H1(SN+ ; θ1−2s
1 ) and strongly in

L2(SN+ ; θ1−2s
1 ) to some nontrivial function ψ, which can be easily proved to be the positive (or

negative) normalized eigenfunction associated to µ1(a); it then follows easily that the convergence
holds for all the sequence (not only up to subsequences) and that µ1(an) → µ1(a) as n→ ∞.

Lemma 2.2. If a ∈ Lq(SN−1), with q > N/(2s), then

(2.4)

∫

B+
r

t1−2s|∇w|2 dt dx− κs

∫

B′

r

a(x/|x|)
|x|2s w2 dx +

N − 2s

2r

∫

S+
r

t1−2sw2 dS

≥
(
µ1(a) +

(
N − 2s

2

)2)∫

B+
r

t1−2s w
2

|z|2 dz

for all r > 0 and w ∈ H1(B+
r ; t

1−2s).

Proof. By scaling, it is enough to prove the inequality for r = 1. Let w ∈ C∞(B+
1 ). We have that

∫

B+
1

t1−2s|∇w|2 dt dx− κs

∫

B′

1

a(x/|x|)
|x|2s w2 dx+

N − 2s

2

∫

S+
1

t1−2sw2 dS(2.5)

=

∫

B+
1

t1−2s

(
∇w(z) · z|z|

)2
dz +

(
N − 2s

2

)∫

S+
1

t1−2sw2dS

+

∫ 1

0

ρN+1−2s

ρ2

(∫

SN+

θ1−2s
1 |∇SNw(ρθ)|2 dS − κs

∫

SN−1

a(θ′)w2(ρθ′)

)
dρ.

From [9, Lemma 2.4] we have that

(2.6)

∫

B+
1

t1−2s

(
∇w(z) · z|z|

)2
dz +

(
N − 2s

2

)∫

S+
1

t1−2sw2dS ≥
(
N − 2s

2

)2 ∫

B+
1

t1−2s w
2

|z|2 dz,

whereas, from (2.2) it follows that
∫ 1

0

ρN+1−2s

ρ2

(∫

SN+

θ1−2s
1 |∇SNw(ρθ)|2 dS − κs

∫

SN−1

a(θ′)w2(ρθ′)

)
dρ(2.7)

≥ µ1(a)

∫ 1

0

ρN+1−2s

ρ2

(∫

SN+

θ1−2s
1 w2(ρθ)dS

)
dρ = µ1(a)

∫

B+
1

t1−2s w
2

|z|2 dz.

The conclusion follows from (2.5), (2.6), and (2.7) and density of C∞(B+
1 ) in H1(B+

1 ; t
1−2s).

Corollary 2.3. If a ∈ Lq(SN−1), with q > N/(2s), satisfies (1.10), then there exists Ca,N,s > 0
such that
∫

B+
r

t1−2s|∇w|2 dt dx− κs

∫

B′

r

a(x/|x|)
|x|2s w2 dx+

N − 2s

2r

∫

S+
r

t1−2sw2 dS

≥ Ca,N,s

(∫

B+
r

t1−2s|∇w|2 dt dx+
N − 2s

2r

∫

S+
r

t1−2sw2 dS

)

for all r > 0 and w ∈ H1(B+
r ; t

1−2s).

Proof. By scaling, it is enough to prove the inequality for r = 1. We argue by contradiction and
assume that, for every ε > 0 there exists wε ∈ H1(B+

1 ; t
1−2s) such that

∫

B+
1

t1−2s|∇wε|2 dt dx− κs

∫

B′

1

a(x/|x|)
|x|2s w2

ε dx+
N − 2s

2

∫

S+
1

t1−2sw2
ε dS

< ε

(∫

B+
1

t1−2s|∇wε|2 dt dx+
N − 2s

2

∫

S+
1

t1−2sw2
ε dS

)

i.e. ∫

B+
1

t1−2s|∇wε|2 dt dx+
N − 2s

2

∫

S+
1

t1−2sw2
ε dS − κs

∫

B′

1

(1− ε)−1a(x/|x|)
|x|2s w2

ε dx < 0.
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From Lemma 2.2 it follows that
(
µ1

( a

1− ε

)
+
(N − 2s

2

)2)∫

B+
1

t1−2s w
2
ε

|z|2 dz < 0

and hence

µ1

( a

1− ε

)
+
(N − 2s

2

)2
< 0

On the other hand, from Lemma 2.1, letting ε → 0, we obtain µ1(a) ≤ −
(
N−2s

2

)2
, thus contra-

dicting assumption (1.10).

The following corollary follows from Proposition 6.2 and Corollary 2.3.

Corollary 2.4. If a ∈ Lq(SN−1), with q > N/(2s), satisfies (1.10) and Ca,N,s > 0 is as in
Corollary 2.3, then

(2.8)

∫

RN

|ξ|2sû2 dξ −
∫

RN

a(x/|x|)
|x|2s u2 dx ≥ Ca,N,s

∫

RN

|ξ|2sû2 dξ

for all u ∈ Hs
0(R

N ).

Remark 2.5. We notice that, if q > N/(2s), then the best constant in inequality (2.8) depends
continuously on a ∈ Lq(SN−1). Indeed, if Ca,N,s is the best constant in (2.8), arguing as in [26,

Lemma 1.1] and exploiting the compactness of the map H1(SN+ ; θ1−2s
1 ) → R, ψ 7→

∫
SN−1 aψ

2 (which
easily follows from (2.1)), we obtain that

Ca,N,s = inf
D1,2(RN+1

+ ;t1−2s)\{0}

∫
R

N+1
+

t1−2s|∇w|2 dt dx− κs
∫
RN |x|−2sa(x/|x|)w2 dx

∫
R

N+1
+

t1−2s|∇w|2 dt dx

= 1− sup
D1,2(RN+1

+ ;t1−2s)\{0}

κs
∫
RN |x|−2sa(x/|x|)w2 dx∫
R

N+1
+

t1−2s|∇w|2 dt dx

= 1− max
ψ∈H1(SN+ ;θ1−2s

1 )\{0}

κs
∫
SN−1 a(θ

′)ψ2(0, θ′) dS′
∫
SN+
θ1−2s
1 |∇ψ(θ)|2dS +

(
N−2s

2

)2 ∫
SN+
θ1−2s
1 ψ2(θ) dS

.

From the above characterization of Ca,N,s it is then easy to prove that, if an → a in Lq(SN−1),
then Can,N,s → Ca,N,s as n→ +∞.

Combining Corollary 2.3 with [9, Lemma 2.5] we obtain the following estimate.

Corollary 2.6. If a ∈ Lq(SN−1), with q > N/(2s), satisfies (1.10), there exists C′
a,N,s > 0 such

that
∫

B+
r

t1−2s|∇w|2 dt dx− κs

∫

B′

r

a(x/|x|)
|x|2s w2 dx+

N − 2s

2r

∫

S+
r

t1−2sw2 dS ≥ C′
a,N,s

∫

B′

r

w2

|x|2s dx

for all r > 0 and w ∈ H1(B+
r ; t

1−2s).

3. Schauder estimates for degenerate elliptic equations

As stated in Section 1, for u ∈ Hs(RN ), the nonlocal equation

(−∆+m2)su = G(x, u), in Ω,

can be reformulated as a local problem by considering its extension in R
N+1
+ . Indeed, letting

w ∈ H1(RN+1
+ ; t1−2s) be the unique weak solution to the problem

{
−div(t1−2s∇w) +m2t1−2sw = 0, in RN+1

+ ,

w = u, on RN ,

we have that

− lim
t→0

t1−2s ∂w

∂t
= κs(−∆+m2)su, in Ω,
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in a weak sense. This will be proved in the appendix A. This naturally leads to the study of
regularity properties of solutions to

{
−div(t1−2s∇w) +m2t1−2sw = F (x,w), in Ω× (0, T ),

− limt→0 t
1−2s ∂w

∂t = G(x,w), in Ω,

which is the content of this section.
Before going on, let us state the following weighted Sobolev inequality whose proof is essentially

contained in the book of Opic and Kufner, [20].

Lemma 3.1. Let N > 2s. Then there exists a constant SN,s > 0 such that for every v ∈ C1
c (R

N+1)
we have

(3.1)

(∫

R
N+1
+

t1−2s|v| 2Ns
Ns−2 dt dx

)Ns−2
Ns

≤ SN,s

∫

R
N+1
+

t1−2s|∇v|2 dt dx,

where Ns = N + 2− 2s.

Proof. We have, see [20, Section 19], that

(∫

R
N+1
+

t1−2s|v|
2Ns

Ns−2 dt dx

)Ns−2
Ns

≤ CN,s

(∫

R
N+1
+

t1−2s|∇v|2 dt dx+

∫

R
N+1
+

t1−2sv2 dt dx

)
.

Using simple scaling argument, we obtain (3.1).

We will also need the following result.

Lemma 3.2. Let a, b ∈ Lp(B′
1), for some p > N

2s and c, d ∈ Lq(B+
1 ; t1−2s), for some q > N+2−2s

2 .

Let w ∈ H1(B+
1 ; t1−2s) be such that

{
−div(t1−2s∇w) + t1−2sc(z)w = t1−2sd(z), in B+

1 ,

− lim
t→0+

t1−2s∂tw = a(x)w + b(x), on B′
1.

Then there exits a constant C > 0 depending only on N, s, ‖a‖Lp(B′

1)
, ‖c‖Lq(B+

1 ;t1−2s) such that

‖w‖H1(B+
1 ;t1−2s) ≤ C

(
‖w‖L2(B+

1 ;t1−2s) + ‖b‖Lp(B′

1)
+ ‖d‖Lq(B+

1 ;t1−2s)

)
.

Proof. The proof is not difficult taking into account the weighted Sobolev inequality (3.1) together
with the Sobolev-trace inequality: for every v ∈ C1

c (R
N+1)

CN,s

∫

RN

|v(0, x)| 2N
N−2s dx ≤

∫

R
N+1
+

t1−2s|∇v(t, x)|2 dt dx.

We skip the details.

Proposition 3.3. Let a, b ∈ Lp(B′
1), for some p > N/(2s) and c, d ∈ Lq(B+

1 ; t
1−2s), for some

q > N+2−2s
2 . Let w ∈ H1(B+

1 ; t
1−2s) be a weak solution of

(3.2)

{
−div(t1−2s∇w) + t1−2sc(z)w ≤ t1−2sd(z), in B+

1 ,

− lim
t→0+

t1−2s∂tw ≤ a(x)w + b(x), on B′
1.

Then

sup
B+

1/2

w+ ≤ C
(
‖w+‖L2(B+

1 ;t1−2s) + ‖b+‖Lp(B′

1)
+ ‖d+‖Lq(B+

1 ;t1−2s)

)
,

where w+ = max{0, w}, and C > 0 depends only on N, s, ‖a+‖Lp(B′

1)
, ‖c−‖Lq(B+

1 ;t1−2s).

Proof. Let k = max(‖d+‖Lq(B+
1 ;t1−2s), ‖b+‖Lp(B′

1)
) or an arbitrary positive small number if

max(‖d+‖Lq(B+
1 ;t1−2s), ‖b+‖Lp(B′

1)
) = 0. For every L > 0, set w = w+ + k and

wL =

{
w, if w < L,

k + L, if w ≥ L.
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Put

W = w
β
2

Lw, ϕ = η2(wβLw − kβ+1) ∈ H1(B+
1 ; t1−2s),

for some β ≥ 0 and some nonnegative function η ∈ C1
c (B

+
1 ∪B′

1). Following [17, 25], testing (3.2)
with ϕ, integration by parts, we have

∫

B+
1

t1−2s|∇(ηW )|2 ≤ (1 + β)
δ
θC

∫

B+
1

t1−2sW 2(|∇η|2 + η2)(3.3)

+ 2(1 + β)

∫

B+
1

t1−2s
(
c− +

d+

k

)
(ηW )2,

for some positive constants δ, θ depending only on N, s and C depending only on N, s, ‖a+‖Lp(B1).
By using Hölder inequality, we get

∫

B+
1

t1−2s
(
c− +

d+

k

)
(ηW )2 ≤ (‖c−‖Lq(B+

1 ;t1−2s) + 1)‖(ηW )2‖
L

q
q−1 (B+

1 ;t1−2s)
(3.4)

=: C1‖(ηW )2‖
L

q
q−1 (B+

1 )
.

Since 1 < q
q−1 <

N+2−2s
N−2s , by interpolation and Young’s inequalities, we have

2C1(1 + β)‖(ηW )2‖
L

q
q−1 (B+

1 )
≤ 1

2SN,s
‖(ηW )2‖

L
N+2−2s
N−2s (B+

1 )
+ (1 + β)

δ
θC‖(ηW )‖L1(B+

1 ).

By the weighted Sobolev inequality (3.1), we have

‖(ηW )2‖
L

N+2−2s
N−2s (B+

1 )
≤ SN,s

∫

B+
1

t1−2s|∇(ηW )|2.

Using the two inequalities above in (3.4), we get

2(1 + β)

∫

B+
1

t1−2s
(
c− +

d+

k

)
(ηW )2 ≤ 1

2

∫

B+
1

t1−2s|∇(ηW )|2 + (1 + β)
δ
θC‖ηW‖2

L2(B+
1 )

Putting this in (3.3), we obtain
∫

B+
1

t1−2σ|∇(ηW )|2 ≤ C(1 + β)
δ
θ

∫

B+
1

t1−2σ(η2 + |∇η|2)W 2.

At this point, the argument in [25, Proposition 3.1] yields the result.

The next result is a weak Harnack inequality.

Proposition 3.4. Let a, b ∈ Lp(B′
1) for some p > N/(2s) and c, d ∈ Lq(B+

1 ; t
1−2s) for some

q > N+2−2s
2 . Let w ∈ H1(B+

1 ; t
1−2s) be a nonnegative weak solution of

(3.5)

{
−div(t1−2s∇w) + c(z)t1−2sw ≥ t1−2sd(z), in B+

1 ,

− lim
t→0+

t1−2s∂tw ≥ a(x)w + b(x), on B′
1.

Then for some p0 > 0 and any 0 < r < r′ < 1 we have that

inf
B

+
r

w + ‖b−‖Lp(B′

1)
+ ‖d−‖Lq(B+

1 ;t1−2s) ≥ C‖w‖Lp0(t1−2s,B+

r′
),

where C > 0 depends only on N, s, r, r′, ‖a−‖Lp(B′

1)
, ‖c+‖Lq(B+

1 ;t1−2s).

Proof. Set w = w + k > 0, for some positive k to be determined and v = w−1. Let Φ be any
nonnegative function in H1(B+

1 ; t1−2s) with compact support in B+
1 ∪B′

1. Multiplying both sides
of the first inequality in (3.5) by w−2Φ and integrating by parts, we obtain

∫

B+
1

t1−2s∇v∇Φ +

∫

B+
1

t1−2sc̃(z)vΦ−
∫

B′

1

ãvΦ ≤ 0,

where

ã =
a−w + b−

w
, c̃ =

c+w + d−

w
.
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If max(‖b−‖Lp(B′

1)
, ‖d−‖Lq(B+

1 ;t1−2s) 6= 0 then we choose k = max(‖b−‖Lp(B′

1)
, ‖d−‖Lq(B+

1 ;t1−2s).

Otherwise, choose an arbitrary k > 0 which will be sent to zero. Therefore Proposition 3.3 (see
also [17]) implies that for any r′ ∈ (r, 1) and any p > 0

sup
B+

r

v ≤ C‖v‖Lp(B+

r′
;t1−2s).

Following exactly the same arguments as in [25], we get the result.

We now prove local Schauder estimates.

Proposition 3.5. Let a, b ∈ Lp(B′
1), for some p > N

2s and c, d ∈ Lq(B+
1 ; t1−2s), for some q >

N+2−2s
2 . Let w ∈ H1(B+

1 ; t
1−2s) be a weak solution of

(3.6)

{
−div(t1−2s∇w) + t1−2sc(z)w = t1−2sd(z), in B+

1 ,

− lim
t→0+

t1−2s∂tw = a(x)w + b(x), on B′
1.

Then w ∈ C0,α(B+
1/2) and in addition

‖w‖
C0,α(B+

1/2
)
≤ C

(
‖w‖L2(B+

1 ) + ‖b‖Lp(B′

1)
+ ‖d‖Lq(B+

1 ;t1−2s)

)
,

with C,α > 0 depending only on N, s, ‖a‖Lp(B′

1)
, ‖c‖Lq(B+

1 ;t1−2s).

Proof. The proof is a consequence of Propositions 3.3 and 3.4 with a standard scaling argument
for which we refer to [15].

Remark 3.6. Let w ∈ H1(B+
1 ; t1−2s) be a weak solution of

(3.7)

{
−div(t1−2sA(z)∇w) + t1−2sc(z)w = t1−2sd(z), in B+

1 ,

− lim
t→0+

t1−2s∂tw = a(x)w + b(x), on B′
1,

with a, b, c, d as in Proposition 3.5 and the matrix A satisfying

C1|ξ|2 ≤ A(z)ξ · ξ ≤ C2|ξ|2 for all z ∈ B+
1 , ξ ∈ RN ,

with C1, C2 > 0. Then the same conclusion as in Proposition 3.5 holds taking into account the
constants C1, C2.

Proposition 3.7. Let a, b ∈ Ck(B′
1) and ∇i

xc,∇i
xd ∈ L∞(B+

1 ), for some k ≥ 1 and i = 0, . . . , k.
Let w ∈ H1(B+

1 ; t1−2s) be a weak solution of

(3.8)

{
−div(t1−2s∇w) + t1−2sc(z)w = t1−2sd(z), in B+

1 ,

− lim
t→0+

t1−2s∂tw = a(x)w + b(x), on B′
1.

Then for i = 1, . . . , k we have that w ∈ Ci,α(B+
r ), for some r ∈ (0, 1) depending only on k, and in

addition

k∑

i=1

‖∇i
xw‖C0,α(B+

r )
≤ C

(
‖w‖L2(B+

1 ;t1−2s) + ‖a‖Ck(B′

r)
+ ‖b‖Ck(B′

r)
+

k∑

i=1

‖∇i
xc,∇i

xd‖L∞(B+
1 )

)
,

with C,α > 0 depending only on N, s, k, r, ‖a‖L∞(B′

1/2
), ‖c‖L∞(B+

1/2
).

Proof. Let h ∈ RN such that |h| < 1
2 . Then we have




−div(t1−2s∇wh) + t1−2sc(z)wh = −t1−2sch(z)w + t1−2sdh(z), in B+

1/2

− lim
t→0+

t1−2s∂tw
h = a(x)wh + ah(x)w + bh(x), on B′

1/2,
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where we denote fh(t, x) = f(t,x+h)−f(t,x)
h , for t ≥ 0. Applying Lemma 3.2, Proposition 3.3 and

Proposition 3.5 we get

‖wh‖H1(B+
1/2

;t1−2s) + ‖wh‖
C0,α(B+

1/4
)

≤ C
(
‖wh‖L2(B+

1/2
;t1−2s) + ‖ahw + bh‖L∞(B′

1/2
) + ‖chw + dh‖L∞(B+

1/2
;t1−2s)

)

≤ C

(
‖∇w‖L2(B+

1/2
;t1−2s) + ‖w‖

C0(B+
1/2

)
+ ‖∇xa,∇xb‖L∞(B′

1/2
) + ‖∇xc,∇xd‖L∞(B+

1/2
;t1−2s)

)

≤ C

(
‖w‖L2(B+

1/2
;t1−2s) +

1∑

i=0

‖∇i
xa,∇i

xb‖L∞(B′

1/2
) +

1∑

i=0

‖∇i
xc,∇i

xd‖L∞(B+
1/2

)

)

for some positive constant C depending only on N, s, ‖a‖L∞(B′

1/2
), ‖c‖L∞(B+

1/2
). Therefore using

Fatou’s Lemma, we obtain W1 := ∇xw ∈ H1(B+
1/2; t

1−2s) ∩ C0(B+
1/2),

(3.9) ‖∇xw‖L∞(B+
1/4

) ≤C
(
‖w‖L2(B+

1/2
;t1−2s)+

1∑

i=0

‖∇i
xa,∇i

xb‖L∞(B′

1/2
)+

1∑

i=0

‖∇i
xc,∇i

xd‖L∞(B+
1/2

)

)
,

and 


−div(t1−2s∇W1) + t1−2sc(z)W1 = t1−2sd1(z), in B+

1/2

− lim
t→0+

t1−2s∂tW1 = a(x)W1 + b1(x), on B′
1/2,

where d1(z) = −∇xc(z)w+∇xd(z) and b1(x) = ∇xa(x)w+∇xb(x). Hence by Proposition 3.5 and
(3.9), we have

‖W1‖C0,α(B+
1/4

)
≤ C

(
‖W1‖L∞(B+

1/2
) + ‖b1(x)‖L∞(B′

1/2
) + ‖d1(z)‖L∞(B+

1/2
)

)

≤ C

(
‖w‖L2(B+

1 ;t1−2s) +

1∑

i=0

‖∇i
xa,∇i

xb‖L∞(B′

1/2
) +

1∑

i=0

‖∇i
xc,∇i

xd‖L∞(B+
1/2

)

)
,

with C > 0 depending only on N, s, ‖a‖L∞(B′

1/2
), ‖c‖L∞(B+

1/2
)
. Iterating this procedure we get the

the desired estimate for Wi = ∇i
xw.

4. A Pohozaev type identity

In order to differentiate the Almgren frequency function associated to the extended problem (see
section 5), we need to derive a Pohozaev type identity, which first requires the following regularity
result.

Lemma 4.1. Let v ∈ H1(B+
1 ; t1−2s) satisfy

(4.1)

{
− div(t1−2s∇v) +m2t1−2sv = 0, in B+

1 ,

− limt→0+ t
1−2svt = g, on B′

1,

where g ∈ C0,γ(B′
r), γ ∈ [0, 2 − 2s) (meaning that C0,γ = L∞ if γ = 0). Then for every t0 > 0

sufficiently small there exist positive constants C and α ≥ 0 (with α > 0 if γ > 0), depending only
on N, s, t0,m, γ such that

(4.2) ‖t1−2svt‖C0,α([0,t0)×B′

1/8
) ≤ C

(
‖v‖L2(B+

1 ;t1−2s) + ‖g‖Cγ(B′

1/2
)

)
.

Proof. If m = 0, this was proved in [3]. We will assume in the following that m > 0. Next pick

η ∈ C∞
c (B′

1) with η = 1 on B′
1/2 and η = 0 on RN \ B′

3/2. Then we have that ηg ∈ L2(RN ). By

minimization arguments, there exists W ∈ H1(RN+1
+ ; t1−2s) satisfying

{
− div(t1−2s∇W ) +m2t1−2sW = 0, in RN+1

+ ,

− limt→0+ t
1−2sWt = ηg, on RN .
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We define w = −t1−2sWt and we observe that w ∈ L2(RN+1
+ ; t−1+2s) and

{
− div(t−1+2s∇w) +m2t−1+2sw = 0, in RN+1

+

w = ηg, on RN .

From Remark 7.3 and Proposition 7.4, it follows that w = P̄ (t, ·) ∗ (ηg), where P̄ is the Bessel
kernel for the conjugate problem given by

P̄ (z) = C′
N,s t

2−2sm
N+2−2s

2 |z|−N+2−2s
2 KN+2−2s

2
(m|z|),

see (7.2); we refer to Section 6.1 for asymptotics of the Bessel function Kν.

Claim: w ∈ C0,γ(RN+1
+ ) for every R > 0 and

(4.3) ‖w‖
C0,γ(B+

R)
≤ CN,s,m,R‖ηg‖C0,γ(RN ).

Indeed, by a change of variables, we have that

w(t, x) = C′
N,s

∫

RN

(1 + |y|2)−Ns
2

(
(tm(1 + |y|2)1/2

)Ns
2

KNs
2

(
(tm(1 + |y|2)1/2

)
(ηg)(x− ty)dy,

where Ns = N + 2 − 2s. Let us set f(t, |y|) = (tm(1 + |y|2)1/2)Ns/2KNs
2

(
(tm(1 + |y|2)1/2

)
and

u(x) = η(x)g(x). Letting x1, x2 ∈ B′
R and 0 ≤ t2 < t1 < 1, we have

w(t1, x1)− w(t2, x2) =

∫

RN

(1 + |y|2)−Ns
2 [f(t1, |y|)− f(t2, |y|)]u(x1 − t1y)dy(4.4)

+

∫

RN

(1 + |y|2)−Ns
2 [u(x1 − t1y)− u(x2 − t2y)]f(t2, |y|)dy.

Using the fact that K ′
Ns
2

= −Ns

2r KNs
2

−KNs
2 −1, we infer that

∣∣∣
(
r

Ns
2 KNs

2

)′∣∣∣ =
∣∣∣− r

Ns
2 KNs

2 −1

∣∣∣ ≤ CN,sm for N > 2s.

It follows that

|f(t1, |y|)− f(t2, |y|)| ≤ CN,s,m|t1 − t2|(1 + |y|2)1/2.
We recall that suppu ⊂ B′

3/2 and observe that |y| ≤ 1
t1
(3/2 + 2R) ≤ 2

t1−t2 (3/2 + 2R) provided

|x1 − t1y| ≤ 3
2 . Therefore∫

RN

(1 + |y|2)−Ns
2 |f(t1, |y|)− f(t2, |y|)||u(x1 − t1y)|dy(4.5)

≤ CN,s,m|t1 − t2|‖u‖L∞(RN )

∫

{|y|≤ 1
t1−t2

(3/2+2R)}
(1 + |y|2)−Ns−1

2 dy

≤ CN,s,m,R‖u‖L∞(RN )|t1 − t2|2−2s.

Next we have, for γ ∈ [0, 2− 2s),
∫

RN

(1 + |y|2)−Ns
2 |u(x1 − t1y)− u(x2 − t2y)||f(t2, |y|)|dy

≤ ‖u‖C0,γ(RN )‖f‖L∞(R+×R+)

(
|t1 − t2|γ

∫

RN

(1 + |y|2)−Ns
2 |y|γdy + |x1 − x2|γ

∫

RN

(1 + |y|2)−Ns
2 dy

)
.

Hence, for every γ ∈ [0, 2− 2s),
∫

RN

(1 + |y|2)−Ns
2 |u(x1 − t1y)− u(x2 − t2y)||f(t2, |y|)|dy

≤ CN,s,m‖u‖C0,γ(RN )‖f‖L∞(R+×R+)(|t1 − t2|γ + |x1 − x2|γ).
This, together with (4.5) in (4.4), proves the claim.

We have that U := v −W satisfies
{
− div(t1−2s∇U) +m2t1−2sU = 0, in B+

1 ,

t1−2sUt = 0, on B′
1/2
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and U := v −W ∈ H1(B+
1 ; t

1−2s). We deduce that, for some positive constants C, β depending
only on N, s,m,

‖∇2
xU‖

C0,β(B+
1/4

)
≤ Cs,N,m‖U‖L2(B+

1 ;t1−2s) ≤ C
(
‖v‖L2(B+

1 ;t1−2s) + ‖g‖L∞(B′

1/2
)

)

by Proposition 3.7. We also observe that

−t1−2s∆xU − (t1−2sUt)t +m2t1−2sU = 0, in B+
1 .

Then, by integration, we obtain that, for every x ∈ B′
1/4 and 0 < t0, t ≤ 1/4,

(4.6) t1−2sUt(t, x) = t1−2s
0 Ut(t0, x)−

∫ t0

t

τ1−2s∆xU(τ, x)dτ +m2

∫ t0

t

τ1−2sU(τ, x)dτ.

Therefore t1−2sUt ∈ C0,α(B+
1/8) and thus t1−2svt = t1−2sUt − w ∈ C0,α(B+

1/8) from which we

deduce that ‖t1−2svt‖C0,α(B+
1/8

)
≤ Cs,N,m

(
‖v‖L2(B+

1 ;t1−2s) + ‖g‖Cγ(B′

1/2
)

)
by (4.3).

Let V satisfy

(4.7) V ∈ C1(RN \ {0}), |V (x)|+ |x · ∇V (x)| ≤ C|x|−2s as |x| → 0 for some C > 0.

Let w ∈ H1(B+
R ; t

1−2s) solve

(4.8)

{
− div(t1−2s∇w) +m2t1−2sw = 0, in B+

R ,

− limt→0+ t
1−2s ∂w

∂t (t, x) = κsV (x)w, on B′
R,

in a weak sense, i.e., for all ϕ ∈ C∞
c (B+

R ∪B′
R),

(4.9)

∫

R
N+1
+

t1−2s∇w · ∇ϕdt dx+m2

∫

R
N+1
+

t1−2swϕdt dx = κs

∫

B′

R

V (x)wϕdx.

The following Pohozaev-type identity holds.

Theorem 4.2. Let w be a solution to (4.8) in sense of (4.9), with V satisfying (4.7). Then, for
a.e. r ∈ (0, R),

(4.10) − N − 2s

2

∫

B+
r

t1−2s|∇w|2dz − m2(N + 2− 2s)

2

∫

B+
r

t1−2sw2dz

+
rm2

2

∫

S+
r

t1−2sw2dS +
r

2

∫

S+
r

t1−2s|∇w|2dS

= r

∫

S+
r

t1−2s

∣∣∣∣
∂w

∂ν

∣∣∣∣
2

dS − κs
2

∫

B′

r

(NV (x) +∇V (x) · x)w2 dx+
rκs
2

∫

∂B′

r

V (x)w2 dS′

and

(4.11)

∫

B+
r

t1−2s|∇w|2dz +m2

∫

B+
r

t1−2sw2dz =

∫

S+
r

t1−2s ∂w

∂ν
w dS + κs

∫

B′

r

V (x)w2(x) dx.

Proof. We have, on B+
R , the formula

(4.12) div

(
1

2
t1−2s|∇w|2z − t1−2s(z · ∇w)∇w

)
=
N − 2s

2
t1−2s|∇w|2 − (z · ∇w) div(t1−2s∇w).

Let ρ < r < R. Integrating by parts (4.12) over the set

Oε := (B+
r \B+

ρ ) ∩ {(t, x), t > ε},
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with ε > 0, we have

N − 2s

2

∫

Oε

t1−2s|∇w(z)|2dz +m2N + 2− 2s

2

∫

Oε

t1−2sw2dz −m2 r

2

∫

S+
r ∩{t>ε}

t1−2sw2dS

+m2 ε
2−2s

2

∫

B′√
r2−ε2

\B′√
ρ2−ε2

w2(ε, x)dx+m2 ρ

2

∫

S+
ρ ∩{t>ε}

t1−2sw2dS

= −1

2
ε2−2s

∫

B′√
r2−ε2

\B′√
ρ2−ε2

|∇w|2(ε, x)dx

+ ε2−2s

∫

B′√
r2−ε2

\B′√
ρ2−ε2

|wt|2(ε, x)dx

+
r

2

∫

S+
r ∩{t>ε}

t1−2s|∇w|2dS − r

∫

S+
r ∩{t>ε}

t1−2s

∣∣∣∣
∂w

∂ν

∣∣∣∣
2

dS

− ρ

2

∫

S+
ρ ∩{t>ε}

t1−2s|∇w|2dS + ρ

∫

S+
ρ ∩{t>ε}

t1−2s

∣∣∣∣
∂w

∂ν

∣∣∣∣
2

dS

+

∫

B′√
r2−ε2

\B′√
ρ2−ε2

(x · ∇xw(ε, x)) ε
1−2swt(ε, x) dx.

We now claim that there exists a sequence εn → 0 such that

lim
n→∞

ε2−2s
n

[∫

B′

r

|∇w|2(εn, x)dx +

∫

B′

r

w2(εn, x)dx

]
= 0.

If no such sequence exists, we would have

lim inf
ε→0

ε2−2s

[∫

B′

r

|∇w|2(ε, x)dx +

∫

B′

r

w2(ε, x)dx

]
≥ C > 0

and thus there exists ε0 > 0 such that

ε2−2s

[∫

B′

r

|∇w|2(ε, x)dx +

∫

B′

r

w2(ε, x)dx

]
≥ C

2
for all ε ∈ (0, ε0).

It follows that, for all ε ∈ (0, ε0),

1

2
ε1−2s

∫

B′

r

|∇w|2(ε, x)dx + ε1−2s

∫

B′

r

w2(ε, x)dx ≥ C

2ε

and so integrating the above inequality on (0, ε0) we contradict the fact that w ∈ H1(B+
R ; t

1−2s).
Next, from the Dominated Convergence Theorem, Lemma 4.1, and Proposition 3.7, we have

that

lim
ε→0

∫

B′√
r2−ε2

\B′√
ρ2−ε2

(x · ∇xw(ε, x)) ε
1−2swt(ε, x) dx = −κs

∫

B′

r\B′

ρ

(x · ∇xw)V (x)w dx.

We conclude (replacing Oε with Oεn , for a sequence εn → 0) that

(4.13)
N − 2s

2

∫

B+
r \B+

ρ

t1−2s|∇w(z)|2dz +m2N + 2− 2s

2

∫

B+
r \B+

ρ

t1−2sw2dz

−m2 r

2

∫

S+
r

t1−2sw2dS +m2 ρ

2

∫

S+
ρ

t1−2sw2dS =
r

2

∫

S+
r

t1−2s|∇w|2dS − r

∫

S+
r

t1−2s

∣∣∣∣
∂w

∂ν

∣∣∣∣
2

dS

− ρ

2

∫

S+
ρ

t1−2s|∇w|2dS − ρ

∫

S+
ρ

t1−2s

∣∣∣∣
∂w

∂ν

∣∣∣∣
2

dS − κs

∫

B′

r\B′

ρ

(x · ∇xw)V (x)w dx.
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Furthermore, integration by parts yields
∫

B′

r\B′

ρ

(x · ∇xw)V (x)w dx = −1

2

∫

B′

r\B′

ρ

(NV (x) +∇V (x) · x)w2 dx(4.14)

+
r

2

∫

∂B′

r

V (x)w2 dS′ − ρ

2

∫

∂B′

ρ

V (x)w2 dS′.

Since w ∈ H1(B+
R ; t

1−2s), in view of Hardy and Sobolev inequalities, there exists a sequence ρn → 0
such that

lim
n→∞

ρn

[ ∫

S+
ρn

t1−2s[|∇w|2 + w2]dS +

∫

∂B′

ρn

[|V (x)| + |x||∇V |]w2dS′
]
= 0.

Hence, taking ρ = ρn and letting n → ∞ in (4.13) and (4.14), we obtain (4.10). Finally (4.11)
follows the proof in [9, Lemma 3.1].

5. The Almgren type frequency function

In this section, we introduce the Almgren frequency function at the origin 0 for the extended
problem associated to the relativistic operator (−∆ + m2)s and study its limit as r → 0+. Let
R > 0 and w ∈ H1(B+

R ; t
1−2s) be a nontrivial solution to

(5.1)

{
− div(t1−2s∇w) + t1−2sm2w = 0, in B+

R ,

− limt→0+ t
1−2s ∂w

∂t (t, x) = κs

(
a(x/|x|)
|x|2s w + hw

)
, on B′

R,

in the sense of (4.9). Arguing as in [9], it is easy to check that, for a.e. r ∈ (0, R) and every

ϕ̃ ∈ C∞(B+
r )

(5.2)

∫

B+
r

t1−2s
(
∇w · ∇ϕ̃+m2wϕ̃

)
dz =

∫

S+
r

t1−2s ∂w

∂ν
ϕ̃ dS + κs

∫

B′

r

(a( x|x|)
|x|2s w + hw

)
ϕ̃ dx.

The main result of this section is the existence of the limit as r → 0+ of the Almgren’s frequency
function (see [1] and [14]) associated to w

(5.3) N (r) =

r

[∫

B+
r

t1−2s
(
|∇w|2 +m2w2

)
dt dx− κs

∫

B′

r

(a(x/|x|)
|x|2s w2 + hw2

)
dx

]

∫

S+
r

t1−2sw2 dS

.

Theorem 5.1. Let w satisfy (5.1), with s ∈ (0, 1), a ∈ C1(SN−1) satisfy (1.10), and h as in
assumption (1.2). Then, letting N (r) as in (5.3), there there exists k0 ∈ N, k0 ≥ 1, such that

(5.4) lim
r→0+

N (r) = −N − 2s

2
+

√(
N − 2s

2

)2
+ µk0(a).

Furthermore, if γ denotes the limit in (5.4), M ≥ 1 is the multiplicity of the eigenvalue µj0(a) =

µj0+1(a) = · · · = µj0+M−1(a) and {ψi}j0+M−1
i=j0

(j0 ≤ k0 ≤ j0 + M − 1) is an L2(SN+ ; θ1−2s
1 )-

orthonormal basis for the eigenspace of problem (1.7) associated to µk0(a), then

τ−γw(τθ) →
j0+M−1∑

i=j0

βiψi(θ) in C0,α(SN+ ) as τ → 0+,

τ−γw(0, τθ′) →
j0+M−1∑

i=j0

βiψi(0, θ
′) in C1,α(SN−1) as τ → 0+,
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for some α ∈ (0, 1), where

βi = R−γ
∫

SN+

θ1−2s
1 w(R θ)ψi(θ) dS(5.5)

−R−2γ−N+2s

∫ R

0

ργ+N−1

2γ +N − 2s

(
κs

∫

SN−1

h(ρθ′)w(0, ρθ′)ψi(0, θ
′) dS′

−m2ρ2−2s

∫

SN+

θ1−2s
1 w(ρθ)ψi(θ) dS

)
dρ

+

∫ R

0

ρ2s−γ−1

2γ +N − 2s

(
κs

∫

SN−1

h(ρθ′)w(0, ρθ′)ψi(0, θ
′) dS′

−m2ρ2−2s

∫

SN+

θ1−2s
1 w(ρθ)ψi(θ) dS

)
dρ

for all R > 0 such that B′
R ⊂ Ω and (βj0 , βj0+1, . . . , βj0+M−1) 6= (0, 0, . . . , 0).

From the Pohozaev-type identity (4.10) and (4.11) it follows that, for a.e. r ∈ (0, R),

(5.6) − N − 2s

2

[ ∫

B+
r

t1−2s
(
|∇w|2 +m2w2

)
dz − κs

∫

B′

r

a( x|x|)

|x|2s w
2dx

]

+
r

2

[ ∫

S+
r

t1−2s
(
|∇w|2 +m2w2

)
dS − κs

∫

∂B′

r

a( x|x|)

|x|2s w
2dS′

]

= r

∫

S+
r

t1−2s

∣∣∣∣
∂w

∂ν

∣∣∣∣
2

dS − κs
2

∫

B′

r

(Nh+∇h · x)w2 dx+
rκs
2

∫

∂B′

r

hw2 dS′ +m2

∫

B+
r

t1−2sw2dz

and

(5.7)

∫

B+
r

t1−2s
(
|∇w|2 +m2w2

)
dz − κs

∫

B′

r

a( x|x|)

|x|2s w
2 dz =

∫

S+
r

t1−2s ∂w

∂ν
w dS + κs

∫

B′

r

hw2 dx.

For every r ∈ (0, R] we define

(5.8) D(r) =
1

rN−2s

[ ∫

B+
r

t1−2s
(
|∇w|2 +m2w2

)
dt dx− κs

∫

B′

r

(
a(x/|x|)
|x|2s w2 + h(x)w2

)
dx

]

and

(5.9) H(r) =
1

rN+1−2s

∫

S+
r

t1−2sw2 dS =

∫

SN+

θ1−2s
1 w2(rθ) dS.

Lemma 5.2. H ∈ C1(0, R) and

H ′(r) =
2

rN+1−2s

∫

S+
r

t1−2sw
∂w

∂ν
dS, for every r ∈ (0, R),(5.10)

H ′(r) =
2

r
D(r), for every r ∈ (0, R).(5.11)

Proof. The proof of (5.10) can be performed arguing as in [9, Lemma 3.8] and using the regularity
results of Lemma 4.1 and Proposition 3.7. The continuity of H ′ on the interval (0, R) follows by the
representation ofH ′ given above, Lemma 4.1, Propositions 3.5, 3.7 and the Dominated Convergence
Theorem. Finally, (5.11) follows from (5.10), (5.8), and (5.7).

The regularity of the function D is established in the following lemma.

Lemma 5.3. The function D defined in (5.8) belongs to W 1,1
loc(0, R) and

D′(r) =
2

rN+1−2s

[
r

∫

S+
r

t1−2s

∣∣∣∣
∂w

∂ν

∣∣∣∣
2

dS − κs

∫

B′

r

(
sh+

1

2
(∇h · x)

)
w2 dx+m2

∫

B+
r

t1−2sw2dz

]

in a distributional sense and for a.e. r ∈ (0, R).
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Proof. For any r ∈ (0, r0) let

(5.12) I(r) =

∫

B+
r

t1−2s
(
|∇w|2 +m2w2

)
dt dx− κs

∫

B′

r

(
a(x/|x|)
|x|2s w2 + h(x)w2

)
dx.

Since w ∈ H1(B+
R ; t

1−2s), from [9, Lemma 2.5] we deduce that I ∈ W 1,1(0, R) and

(5.13) I ′(r) =

∫

S+
r

t1−2s
(
|∇w|2 +m2w2

)
dS − κs

∫

∂B′

r

(
a(x/|x|)
|x|2s w2 + h(x)w2

)
dS′

for a.e. r ∈ (0, R) and in the distributional sense. Therefore D ∈ W 1,1
loc (0, R) and, using (5.6),

(5.12), and (5.13) into

D′(r) = r2s−1−N [−(N − 2s)I(r) + rI ′(r)],

we obtain the conclusion.

We prove now that, since w 6≡ 0, H(r) does not vanish for r sufficiently small.

Lemma 5.4. There exists R0 ∈ (0, R) such that H(r) > 0 for any r ∈ (0, R0), where H is defined
by (5.9).

Proof. Let R0 ∈ (0, R) such that 1 − κsChR
χ
0 (C

′
a,N,s)

−1 > 0, with C′
a,N,s as in Corollary 2.6.

Suppose by contradiction that there exists r0 ∈ (0, R0) such that H(r0) = 0. Then w = 0 a.e. on
S+
r0 . From (5.7) it follows that

∫

B+
r0

t1−2s
(
|∇w|2 +m2w2

)
dz − κs

∫

B′

r0

a( x|x|)

|x|2s w
2 dz − κs

∫

B′

r0

hw2 dx = 0.

From (1.2), Corollaries 2.3 and 2.6, it follows that

0 =

∫

B+
r0

t1−2s
(
|∇w|2 +m2w2

)
dz − κs

∫

B′

r0

a( x|x|)

|x|2s w
2 dz − κs

∫

B′

r0

hw2 dx

≥ Ca,N,s

(
1− κsChr

χ
0 (C

′
a,N,s)

−1
)∫

B+
r0

t1−2s|∇w|2dz,

which, being 1 − κsChr
χ
0 (C

′
a,N,s)

−1 > 0, implies w ≡ 0 in B+
r0 by Lemma 2.2. Classical unique

continuation principles for second order elliptic equations with locally bounded coefficients (see
e.g. [27]) allow to conclude that w = 0 a.e. in B+

R , a contradiction.

Letting R0 be as in Lemma 5.4 and recalling (5.3), the Almgren type frequency function

(5.14) N (r) =
D(r)

H(r)

is well defined in (0, R0).

Lemma 5.5. The function N defined in (5.14) belongs to W 1,1
loc (0, R0) and

N ′(r) = ν1(r) + ν2(r)(5.15)

in a distributional sense and for a.e. r ∈ (0, R0), where

ν1(r) =
2r
[ (∫

S+
r
t1−2s

∣∣∂w
∂ν

∣∣2 dS
)(∫

S+
r
t1−2sw2 dS

)
−
(∫

S+
r
t1−2sw ∂w

∂ν dS
)2 ]

(∫
S+
r
t1−2sw2 dS

)2(5.16)

and

(5.17) ν2(r) =
2m2

∫
B+

r
t1−2sw2dz − κs

∫
B′

r
(2sh+∇h · x)w2 dx

∫
S+
r
t1−2sw2 dS

.

Proof. It follows from Lemmas 5.2, 5.4, and 5.3.
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Lemma 5.6. Let N be the function defined in (5.14). There exist R̃ ∈ (0, R0) and a constant
C > 0 such that

(5.18)

∫

B+
r

t1−2s
(
|∇w|2 +m2w2

)
dt dx− κs

∫

B′

r

(
a(x/|x|)
|x|2s w2 + h(x)w2

)
dx

≥ −
(
N − 2s

2r

)∫

S+
r

t1−2sw2dS+C

(∫

B′

r

w2

|x|2s dx+
∫

B+
r

t1−2s|∇w|2 dt dx+
∫

B+
r

t1−2s w
2

|z|2 dt dx
)

and

(5.19) N (r) > −N − 2s

2

for every r ∈ (0, R̃).

Proof. From Lemma 2.2 and Corollary 2.6, it follows that

∫

B+
r

t1−2s
(
|∇w|2+m2w2

)
dt dx−κs

∫

B′

r

(
a(x/|x|)
|x|2s w2 + h(x)w2

)
dx+

(
N − 2s

2r

)∫

S+
r

t1−2sw2dS

≥
(
1− m2r2

µ1(a) + (N−2s
2 )2

− κsChr
χ

C′
N,a,s

)(∫

B+
r

t1−2s|∇w|2 dt dx

− κs

∫

B′

r

a(x/|x|)
|x|2s w2 dx+

(
N − 2s

2r

)∫

S+
r

t1−2sw2dS

)

for every r ∈ (0, R0). The conclusion follows from the above estimate, choosing r sufficiently small
and using Lemma 2.2 and Corollaries 2.3, 2.6.

Lemma 5.7. Let R̃ be as in Lemma 5.6 and ν2 as in (5.17). There exists C1 > 0 such that

|ν2(r)| ≤ C1

[
N (r) +

N − 2s

2

]
r−1+χ

for a.e. r ∈ (0, R̃).

Proof. From (1.2) and (5.18) we deduce that
∣∣∣∣∣

∫

B′

r

(2sh(x) +∇h(x) · x)w2 dx

∣∣∣∣∣ ≤ 2Chr
χ

∫

B′

r

|w|2
|x|2s dx ≤ 2ChC

−1
rχ+N−2s

[
D(r) + N−2s

2 H(r)
]
,

and, therefore, for any r ∈ (0, R̃), we have that
∣∣∣∣∣

∫
B′

r
(2sh(x) +∇h(x) · x)w2 dx

∫
S+
r
t1−2sw2 dS

∣∣∣∣∣ ≤ 2ChC
−1
r−1+χD(r) + N−2s

2 H(r)

H(r)
(5.20)

= 2ChC
−1
r−1+χ

[
N (r) +

N − 2s

2

]
.

On the other hand, from (5.18) it also follows that

(5.21)

∣∣∣∣∣

∫
B+

r
t1−2sw2dz

∫
S+
r
t1−2sw2 dS

∣∣∣∣∣ ≤ C
−1
r

[
N (r) +

N − 2s

2

]
.

Combining (5.20) with (5.21) we obtain the stated estimate.

Lemma 5.8. Let R̃ be as in Lemma 5.6, N as in (5.14) and H as in (5.9).Then

(i) there exist a positive constant C2 > 0 such that N (r) ≤ C2 for all r ∈ (0, R̃);
(ii) the limit γ := limr→0+ N (r) exists and is finite;

(iii) there exists a constant K1 > 0 such that H(r) ≤ K1r
2γ for all r ∈ (0, R̃);

(iv) for any σ > 0 there exists a constant K2(σ) > 0 depending on σ such that H(r) ≥ K2(σ) r
2γ+σ

for all r ∈ (0, R̃).
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Proof. By Lemma 5.5, Schwarz’s inequality, and Lemma 5.7, we obtain

(5.22)

(
N +

N − 2s

2

)′
(r) ≥ ν2(r) ≥ −C1

[
N (r) +

N − 2s

2

]
r−1+χ

for a.e. r ∈ (0, R̃). Integration over (r, R̃) yields

N (r) ≤ −N − 2s

2
+

(
N (R̃) +

N − 2s

2

)
e

C1
χ R̃χ

for any r ∈ (0, R̃), thus proving claim (i).

By Lemmas 5.7 and 5.8, the function ν2 defined in (5.17) belongs to L1(0, R̃). Hence, by Lemma

5.5 and Schwarz’s inequality, N ′ is the sum of a nonnegative function and of a L1-function on (0, R̃).
Therefore

N (r) = N (R̃)−
∫ R̃

r

N ′(ρ) dρ

admits a limit as r → 0+ which is necessarily finite in view of (5.19) and part (i). Claim (ii) is
thereby proved.

By (ii) N ′ ∈ L1(0, R̃) and, by (i), N is bounded, then from (5.22) and (i) it follows that

N (r) − γ =

∫ r

0

N ′(ρ) dρ ≥ −C3r
χ

for all r ∈ (0, R̃). Therefore by (5.11) and (5.14), we deduce that, for all r ∈ (0, R̃),

H ′(r)

H(r)
=

2N (r)

r
≥ 2γ

r
− 2C3r

−1+χ,

which, after integration over the interval (r, R̃), yields (iii).
From (ii) it follows that, for any σ > 0 there exists rσ > 0 such that N (r) < γ + σ

2 for any
r ∈ (0, rσ) and hence

H ′(r)

H(r)
=

2N (r)

r
<

2γ + σ

r
for all r ∈ (0, rσ).

Integrating over the interval (r, rσ) and by continuity of H outside 0, we obtain (iv).

5.1. The blow-up argument.

Lemma 5.9. Let w satisfy (5.1), with s ∈ (0, 1), h as in assumption (1.2) and a ∈ C1(SN−1)
satisfy (1.10). Let γ := limr→0+ N (r) as in Lemma 5.8. Then

(i) there exists k0 ∈ N, k0 ≥ 1, such that γ = −N−2s
2 +

√(
N−2s

2

)2
+ µk0(a);

(ii) for every sequence τn → 0+, there exist a subsequence {τnk
}k∈N and an eigenfunction ψ of

problem (1.7) associated to the eigenvalue µk0(a) such that ‖ψ‖L2(SN+ ;θ1−2s
1 ) = 1 and

w(τnk
z)√

H(τnk
)
→ |z|γψ

( z
|z|
)

strongly in H1(B+
r ; t

1−2s) and in C0,α
loc (B

+
r \ {0}) for some α ∈ (0, 1) and all r ∈ (0, 1) and

w(0, τnk
x)√

H(τnk
)
→ |x|γψ

(
0,

x

|x|
)

in C1,α
loc (B

′
1 \ {0}).

Proof. Let us set

(5.23) wτ (z) =
w(τz)√
H(τ)

.

We notice that
∫
S+
1
t1−2s|wτ |2dS = 1. Moreover, by scaling and Lemma 5.8, part (i),

∫

B+
1

t1−2s
(
|∇wτ (z)|2 +m2τ2|wτ (z)|2

)
dz − κs

∫

B′

1

(
a( x|x|)

|x|2s + τ2sh(τx)

)
|wτ |2dx = N (τ) ≤ C2
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for every τ ∈ (0, R̃), whereas, from (5.18),

N (τ) ≥ τ−N+2s

H(τ)

(
−
(
N − 2s

2τ

)∫

S+
τ

t1−2sw2dS + C

∫

B+
τ

t1−2s|∇w|2 dt dx
)

= −N − 2s

2
+ C

∫

B+
1

t1−2s|∇wτ (z)|2dz

for every τ ∈ (0, R̃). From the above estimates, {wτ}τ∈(0,R̃) is bounded in H1(B+
1 ; t1−2s). There-

fore, for any given sequence τn → 0+, there exists a subsequence τnk
→ 0+ such that wτnk ⇀ w̃

weakly in H1(B+
1 ; t1−2s) for some w̃ ∈ H1(B+

1 ; t1−2s). Moreover,
∫
S+
1
t1−2s|w̃|2dS = 1 due to

compactness of the trace embedding H1(B+
1 ; t1−2s) →֒→֒ L2(S+

1 ; t1−2s
1 ). In particular w̃ 6≡ 0.

For every small τ ∈ (0, R̃), wτ satisfies

(5.24)

{
− div(t1−2s∇wτ ) + τ2t1−2sm2wτ = 0, in B+

1 ,

− limt→0+ t
1−2s ∂wτ

∂t = κs

(
a(x/|x|)
|x|2s wτ + τ2sh(τx)wτ

)
, on B′

1,

in a weak sense, i.e.

∫

B+
1

t1−2s
(
∇wτ ·∇ϕ̃+m2τ2wτ ϕ̃

)
dz = κs

∫

B′

1

(a( x|x|)
|x|2s w

τ + τ2sh(τx)wτ
)
ϕ̃(0, x) dx

for all ϕ̃ ∈ H1(B+
1 ; t

1−2s) s.t. ϕ̃ = 0 on SN+ and, for such ϕ̃, by (1.2) and [9, Lemma 2.5],

τ2s
∫

B′

1

h(τx)wτ ϕ̃(0, x) dx = o(1) as τ → 0+

and, by [9, Lemma 2.4],

τ2
∫

B+
1

t1−2swτ ϕ̃ dz = o(1) as τ → 0+.

From weak convergence wτnk ⇀ w̃ in H1(B+
1 ; t

1−2s), we can pass to the limit in (5.24) along the
sequence τnk

and obtain that w̃ weakly solves

(5.25)

{
div(t1−2s∇w̃) = 0, in B+

1 ,

− limt→0+ t
1−2s ∂w̃

∂t = κs
a(x/|x|)
|x|2s w̃, on B′

1.

From Proposition 3.5, we have that

wτnk → w̃ in C0,α
loc (B

+
r \ {0}),

while Proposition 3.7 and Lemma 4.1 imply that

(5.26) ∇xw
τnk → ∇xw̃, and t1−2s ∂w

τnk

∂t
→ t1−2s ∂w̃

∂t
in C0,α

loc (B
+
r \ {0})

for some α ∈ (0, 1) and all r ∈ (0, 1). By (1.2), [9, Lemma 2.5], and boundedness of {wτ}τ∈(0,R̃)

in H1(B+
1 ; t

1−2s), it follows that

(5.27) τ2s
∫

B′

1

h(τx)|wτ |2 dx = o(1) as τ → 0+,

and, by [9, Lemma 2.4],

(5.28) τ2
∫

B+
1

t1−2s|wτ |2 dz = o(1) as τ → 0+.

Multiplying equation (5.24) with wτ , integrating in B+
r , and using (5.26), (5.27), (5.28), and

Corollary 2.3, we easily obtain that ‖wτnk ‖H1(B+
r ;t1−2s) → ‖w̃‖H1(B+

r ;t1−2s) for all r ∈ (0, 1), and

hence

(5.29) wτnk → w̃ in H1(B+
r ; t

1−2s)
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for any r ∈ (0, 1). For any r ∈ (0, 1) and k ∈ N, let us define the functions

Dk(r) =
1

rN−2s

[ ∫

B+
r

t1−2s
(
|∇wτnk |2 +m2τ2nk

|wτnk |2
)
dt dx

− κs

∫

B′

r

(a( x|x|)
|x|2s + τ2snk

h(τnk
x)

)
|wτnk |2dx

]

and

Hk(r) =
1

rN+1−2s

∫

S+
r

t1−2s|wτnk |2 dS.

Direct calculations show that Nk(r) :=
Dk(r)
Hk(r)

=
D(τnk

r)

H(τnk
r) = N (τnk

r) for all r ∈ (0, 1). From (5.29),

(5.27), and (5.28), it follows that, for any fixed r ∈ (0, 1), Dk(r) → D̃(r), where

D̃(r) =
1

rN−2s

[∫

B+
r

t1−2s|∇w̃|2 dt dx− κs

∫

B′

r

a( x|x|)

|x|2s w̃
2 dx

]
for all r ∈ (0, 1).

The compactness of the trace embedding H1(B+
r ; t

1−2s) →֒→֒ L2(S+
r ; t

1−2s
1 ) ensures that, for every

r ∈ (0, 1), Hk(r) → H̃(r), where

H̃(r) =
1

rN+1−2s

∫

S+
r

t1−2sw̃2 dS.

Arguing as in Lemma 5.4, we can easily prove that H̃(r) > 0 for all r ∈ (0, 1) and the function

(5.30) Ñ (r) :=
D̃(r)

H̃(r)

is well defined for r ∈ (0, 1). From Lemma 5.8 part (ii), we deduce that

Ñ (r) = lim
k→∞

N (τnk
r) = γ

for all r ∈ (0, 1). In particular, Ñ is constant in (0, 1) and hence Ñ ′(r) = 0 for any r ∈ (0, 1). By
(5.25) and Lemma 5.5 with h ≡ 0 and m = 0, we obtain

(∫

S+
r

t1−2s

∣∣∣∣
∂w̃

∂ν

∣∣∣∣
2

dS

)
·
(∫

S+
r

t1−2sw̃2 dS

)
−
(∫

S+
r

t1−2sw̃
∂w̃

∂ν
dS

)2
= 0

for all r ∈ (0, 1), which implies that w̃ and ∂w̃
∂ν have the same direction as vectors in L2(S+

r ; t
1−2s)

and hence there exists a function η = η(r) such that ∂w̃
∂ν (r, θ) = η(r)w̃(r, θ) for all r ∈ (0, 1) and

θ ∈ SN+ . After integration we obtain

(5.31) w̃(r, θ) = e
∫ r
1
η(s)dsw̃(1, θ) = ϕ(r)ψ(θ), r ∈ (0, 1), θ ∈ SN+ ,

where ϕ(r) = e
∫ r
1
η(s)ds and ψ(θ) = w̃(1, θ). From (5.25) and (5.31), it follows that

{
1
rN

(
rN+1−2sϕ′)′θ1−2s

1 ψ(θ) + r−1−2sϕ(r) divSN (θ
1−2s
1 ∇SNψ(θ)) = 0,

− limθ1→0+ θ
1−2s
1 ∇SNψ(θ) · e1 = κsa(θ

′)ψ(0, θ′).

Taking r fixed we deduce that ψ is an eigenfunction of the eigenvalue problem (1.7). If µk0(a) is
the corresponding eigenvalue then ϕ(r) solves the equation

ϕ′′(r) +
N + 1− 2s

r
ϕ′ − µk0(a)

r2
ϕ(r) = 0

and hence ϕ(r) is of the form

ϕ(r) = c1r
σ+
k0 + c2r

σ−

k0

for some c1, c2 ∈ R, where

σ+
k0

= −N−2s
2 +

√(
N−2s

2

)2
+ µk0(a) and σ−

k0
= −N−2s

2 −
√(

N−2s
2

)2
+ µk0(a).
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Since the function |x|σ
−

k0ψ( x|x|) /∈ L2(B′
1; |x|−2s) and hence |z|σ

−

k0ψ( z|z| ) /∈ H1(B+
1 ; t1−2s) in virtue

of Lemma [9, Lemma 2.5], we deduce that c2 = 0 and ϕ(r) = c1r
σ+
k0 . Moreover, from ϕ(1) = 1, we

obtain that c1 = 1 and then

(5.32) w̃(r, θ) = rσ
+
k0ψ(θ), for all r ∈ (0, 1) and θ ∈ SN+ .

Substituting (5.32) into (5.30), we obtain that γ = Ñ (r) = D̃(r)

H̃(r)
= σ+

k0
. This completes the proof

of the lemma.

Lemma 5.10. If w satisfies (5.1), H is defined in (5.9), and γ := limr→0+ N (r) is as in Lemma
5.8, then the limit limr→0+ r

−2γH(r) exists and it is finite.

Proof. In view of Lemma 5.8, part (iii), it is sufficient to prove that the limit exists. From (5.9),
(5.11), and Lemma 5.8 it follows that

d

dr

H(r)

r2γ
= 2r−2γ−1(D(r) − γH(r)) = 2r−2γ−1H(r)

∫ r

0

N ′(ρ)dρ,

which, by integration over (r, R̃), yields

(5.33)
H(R̃)

R̃2γ
− H(r)

r2γ
=

∫ R̃

r

f1(ρ) dρ+

∫ R̃

r

f2(ρ)dρ

where fi(ρ) = 2ρ−2γ−1H(ρ)
(∫ ρ

0
νi(t)dt

)
, i = 1, 2, and ν1 and ν2 are as in (5.16) and (5.17). Since,

by Schwarz’s inequality, ν1 ≥ 0, we have that limr→0+
∫ R̃
r
f1(ρ)dρ exists. On the other hand, by

Lemmas 5.7 and 5.8, we have that

|f2(ρ)| ≤
2K1C1

χ

(
C2 +

N − 2s

2

)
ρ−1+χ

for all ρ ∈ (0, R̃), which proves that f2 ∈ L1(0, R̃). Hence both terms at the right hand side of
(5.33) admit a limit as r → 0+ thus completing the proof.

From Lemma 5.9, the following point-wise estimate for solutions to (5.1) follow.

Lemma 5.11. Let w satisfy (5.1). Then there exists C4 > 0 and r̄ ∈ (0, R̃) such that |w(z)| ≤
C4|z|γ for all z ∈ B+

r̄ , where γ := limr→0+ N (r) is as in Lemma 5.8.

Proof. We first claim that

(5.34) sup
S+
r

|w|2 = O(H(r)) as r → 0+.

In order to prove (5.34), we argue by contradiction and assume that there exists a sequence τn → 0+

such that

sup
θ∈SN+

∣∣∣w
(τn
2
θ
)∣∣∣

2

> nH
(τn
2

)
,

i.e., defining wτ as in (5.23),

(5.35) sup
x∈S+

1/2

|wτn(z)|2 > 2N+1−2sn

∫

S+
1/2

t1−2s|wτn(z)|2dS.

From Lemma 5.9, along a subsequence τnk
we have that wτnk → |z|γψ

(
z
|z|
)
in C0,α

loc (S
+
1/2), for some

ψ eigenfunction of problem (1.7), hence passing to the limit in (5.35) gives rise to a contradiction
and claim (5.34) is proved. The conclusion follows from combination of (5.34) and part (iii) of
Lemma 5.8.
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We will now prove that limr→0+ r
−2γH(r) is strictly positive.

Lemma 5.12. Under the same assumptions of Lemma 5.10, limr→0+ r
−2γH(r) > 0.

Proof. For all k ≥ 1, let ψk be as in (2.3), i.e. ψk is a L2(SN+ ; θ1−2s
1 )-normalized eigenfunc-

tion of problem (1.7) associated to the eigenvalue µk(a) and {ψk}k is an orthonormal basis of
L2(SN+ ; θ1−2s

1 ). From Lemma 5.9 there exist j0,M ∈ N\ {0}, such thatM is the multiplicity of the
eigenvalue µj0(a) = µj0+1(a) = · · · = µj0+M−1(a) and

γ = lim
r→0+

N (r) = −N − 2s

2
+

√(
N − 2s

2

)2
+ µi(a), i = j0, . . . , j0 +M − 1.

Let us expand w as w(z) = w(τθ) =
∑∞
k=1 ϕk(τ)ψk(θ), where τ = |z| ∈ (0, R], θ = z/|z| ∈ SN+ ,

and

ϕk(τ) =

∫

SN+

θ1−2s
1 w(τ θ)ψk(θ) dS.

The Parseval identity yields

(5.36) H(τ) =

∫

SN+

θ1−2s
1 w2(τθ) dS =

∞∑

k=1

ϕ2
k(τ), for all 0 < τ ≤ R.

In particular, from Lemma 5.8 (iii) and (5.36) it follows that, for all k ≥ 1,

(5.37) ϕk(τ) = O(τγ ) as τ → 0+.

Equations (5.1) and (2.3) imply that, for every k,

−ϕ′′
k(τ)−

N + 1− 2s

τ
ϕ′
k(τ) +

µk(a)

τ2
ϕk(τ) = ζk(τ), in (0, R),

where

(5.38) ζk(τ) =
κs

τ2−2s

∫

SN−1

h(τθ′)w(0, τθ′)ψk(0, θ
′) dS′ −m2ϕk(τ).

A direct calculation shows that, for some ck1 , c
k
2 ∈ R,

(5.39) ϕk(τ) = τσ
+
k

(
ck1 +

∫ R

τ

t−σ
+
k +1

σ+
k − σ−

k

ζk(t) dt

)
+ τσ

−

k

(
ck2 +

∫ R

τ

t−σ
−

k +1

σ−
k − σ+

k

ζk(t) dt

)
,

with σ±
k = −N−2s

2 ±
√(

N−2s
2

)2
+ µk(a). From (1.2), (5.37), and Lemma 5.11, we deduce that, for

all i = j0, . . . , j0 +M − 1,

(5.40) ζi(τ) = O(τ−2+χ+σ+
i ) as τ → 0+.

Consequently, the functions t 7→ t−σ
+
i +1ζi(t), t 7→ t−σ

−

i +1ζi(t) belong to L1(0, R). Hence

τσ
+
i

(
ci1 +

∫ R

τ

ρ−σ
+
i +1

σ+
i − σ−

i

ζi(ρ) dρ

)
= o(τσ

−

i ) as τ → 0+,

and then, by (5.37), there must be

ci2 = −
∫ R

0

t−σ
−

i +1

σ−
i − σ+

i

ζi(t) dt.

Using (5.40), we then deduce that

τσ
−

i

(
ci2 +

∫ R

τ

t−σ
−

i +1

σ−
i − σ+

i

ζi(t) dt

)
= τσ

−

i

(∫ τ

0

t−σ
−

i +1

σ+
i − σ−

i

ζi(t) dt

)
= O(τσ

+
i +χ)(5.41)

as τ → 0+. Combining (5.39) and (5.41), we obtain that, for all i = j0, . . . , j0 +M − 1,

(5.42) ϕi(τ) = τσ
+
i

(
ci1 +

∫ R

τ

t−σ
+
i +1

σ+
i − σ−

i

ζi(t) dt+O(τχ)

)
as τ → 0+.
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Let us assume by contradiction that limλ→0+ λ
−2γH(λ) = 0. Then, (5.36) would imply that

limτ→0+ τ
−σ+

i ϕi(τ) = 0 for all i ∈ {j0, . . . , j0 +M − 1}. Hence, in view of (5.42),

ci1 +

∫ R

0

t−σ
+
i +1

σ+
i − σ−

i

ζi(t) dt = 0,

which, together with (5.40), implies

τσ
+
i

(
ci1 +

∫ R

τ

t−σ
+
i +1

σ+
i − σ−

i

ζi(t) dt

)
= τσ

+
i

∫ τ

0

t−σ
+
i +1

σ−
i − σ+

i

ζi(t) dt = O(τσ
+
i +χ)(5.43)

as τ → 0+. Collecting (5.39), (5.41), and (5.43), we conclude that ϕi(τ) = O(τσ
+
i +χ) as τ → 0+

for every i ∈ {j0, . . . , j0 +M − 1}, namely,

√
H(τ) (wτ , ψ)L2(SN+ ;θ1−2s

1 ) = O(τγ+χ) as τ → 0+

for every ψ ∈ A0 = span{ψi}j0+M−1
i=j0

, where A0 is the eigenspace of problem (1.7) associated to

the eigenvalue µj0(a) = µj0+1(a) = · · · = µj0+M−1(a). From Lemma 5.8 part (iv), there exists

C(χ) > 0 such that
√
H(τ) ≥ C(χ)τγ+

χ
2 for τ small, and therefore

(5.44) (wτ , ψ)L2(SN+ ;θ1−2s
1 ) = O(τ

χ
2 ) as τ → 0+

for every ψ ∈ A0. From Lemma 5.9, for every sequence τn → 0+, there exist a subsequence

{τnk
}k∈N and an eigenfunction ψ̃ ∈ A0

(5.45)

∫

SN+

θ1−2s
1 ψ̃2(θ)dS = 1 and wτnk → ψ̃ in L2(SN+ ; θ1−2s

1 ).

From (5.44) and (5.45), we infer that

0 = lim
k→+∞

(wτnk , ψ̃)L2(SN+ ;θ1−2s
1 ) = ‖ψ̃‖2

L2(SN+ ;θ1−2s
1 )

= 1,

thus reaching a contradiction.

5.2. Proof of Theorem 5.1. Identity (5.4) follows from part (i) of Lemma 5.9, thus there exists

k0 ∈ N, k0 ≥ 1, such that γ = limr→0+ N (r) = −N−2s
2 +

√(
N−2s

2

)2
+ µk0(a). Let us denote

as M the multiplicity of µj0(a) so that, for some j0 ∈ N, j0 ≥ 1, j0 ≤ k0 ≤ j0 + M − 1,

µj0(a) = µj0+1(a) = · · · = µj0+M−1(a) and let {ψi}j0+m−1
i=j0

be an L2(SN+ ; θ1−2s
1 )-orthonormal basis

for the eigenspace associated to µk0(a).
Let {τn}n∈N ⊂ (0,+∞) such that limn→+∞ τn = 0. Then, by Lemma 5.9 part (ii) and Lemmas

5.10 and 5.12, there exist a subsequence {τnk
}k∈N and M real numbers βj0 , . . . , βj0+M−1 ∈ R such

that (βj0 , βj0+1, . . . , βj0+M−1) 6= (0, 0, . . . , 0) and

τ−γnk
w(τnk

θ) →
j0+M−1∑

i=j0

βiψi(θ) in C0,α(SN+ ) as k → +∞,(5.46)

τ−γnk
w(0, τnk

θ′) →
j0+M−1∑

i=j0

βiψi(0, θ
′) in C1,α(SN−1) as k → +∞,(5.47)

for some α ∈ (0, 1). We now prove that the βi’s depend neither on the sequence {τn}n∈N nor on
its subsequence {τnk

}k∈N.
Defining ϕi and ζi as in (5.37) and (5.38), from (5.46) it follows that, for any i = j0, . . . , j0+M−1,

(5.48) τ−γnk
ϕi(τnk

) → βi
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as k → +∞. As deduced in the proof of Lemma 5.12, for any i = j0, . . . , j0 +M − 1 and τ ∈ (0, R]
there holds

ϕi(τ) = τσ
+
i

(
ci1 +

∫ R

τ

t−σ
+
i +1

σ+
i − σ−

i

ζi(t) dt

)
+ τσ

−

i

(∫ τ

0

t−σ
−

i +1

σ+
i − σ−

i

ζi(t) dt

)
(5.49)

= τσ
+
i

(
ci1 +

∫ R

τ

t−σ
+
i +1

σ+
i − σ−

i

ζi(t) dt+O(τχ)

)
as τ → 0+,

for some ci1 ∈ R. Choosing τ = R in the first line of (5.49), we obtain

ci1 = R−σ+
i ϕi(R)−Rσ

−

i −σ+
i

∫ R

0

s−σ
−

i +1

σ+
i − σ−

i

ζi(s) ds.

Hence (5.49) yields

τ−γϕi(τ) → R−σ+
i ϕi(R)−Rσ

−

i −σ+
i

∫ R

0

t−σ
−

i +1

σ+
i − σ−

i

ζi(t) dt+

∫ R

0

t−σ
+
i +1

σ+
i − σ−

i

ζi(t) dt

as τ → 0+, and therefore from (5.48) we deduce that (5.5) holds; in particular the βi’s depend nei-
ther on the sequence {τn}n∈N nor on its subsequence {τnk

}k∈N, thus implying that the convergences
in (5.46) and (5.47) actually hold as τ → 0+ and proving the theorem.

We are now in position to prove Theorem 1.1 and its corollaries.

Proof of Theorem 1.1. Let u ∈ Hs(RN ) be a nontrivial weak solution to Hu = 0 in Ω. By

Theorems 6.1 and 7.1 in the appendices there exists a unique w = H(u) ∈ H1(RN+1
+ ; t1−2s) weakly

solving {
− div(t1−2s∇w) +m2t1−2sw = 0, in RN+1

+ ,

w = u, on ∂RN+1
+ = {0} × RN ,

which also satisfies

− lim
t→0+

t1−2s ∂w

∂t
(x) = κs(−∆+m2)su(x), in H−s(RN )

in a weak sense. Therefore w solves (5.1) in the sense of (4.9). Then Theorem 1.1 follows from
Theorem 5.1.

Proof of Corollary 1.2. It follows as a particular case of Theorem 1.1 in the case a ≡ 0.

Proof of Theorem 1.3. It follows from Theorem 1.1, observing that if, by contradiction, u 6≡ 0,
then convergences stated Theorem 1.1 would hold, thus contradicting that u(x) = o(|x|n) as |x| → 0

if n > −N−2s
2 +

√(
N−2s

2

)2
+ µk0(a).

Proof of Theorem 1.4. The proof follows from Corollary 1.2 arguing as in the proof of [9,
Theorem 1.4].

6. Appendix A: Extension theorem

Let s ∈ (0, 1) and N ∈ N∗. Throughout this section R
N+1
+ := {z = (t, x) : t > 0, x ∈ RN}. Let

P (D) = P (Dx) be a pseudo-differential operator with constant coefficients and Fourier transform
(symbol) P (ξ) ≥ 0 with order ℓ ∈ R. We mean |P (ξ)| ≤ C(1 + |ξ|)ℓ, for some positive constant C.
For every s ∈ (0, 1), define the s-power of P (D) as

P̂ (D)su(ξ) = P (ξ)sû(ξ).

Assume that the bilinear form

(u, v) 7→
∫

RN

(P (ξ))sûv̂ dξ =

∫

RN

u(P (D))sv dx



RELATIVISTIC SCHRÖDINGER OPERATORS WITH A SINGULAR POTENTIAL 27

defines a scalar product in C∞
c (RN ) for every s ∈ (0, 1]. Let Ḣs

D(R
N ) be the completion of C∞

c (RN )

with respect to the above scalar product. Next we define the space Ḣ1
D(R

N+1
+ ; t1−2s) to be the

completion of C∞
c (RN+1

+ ) with respect to the norm

(∫

R
N+1
+

t1−2swP (D)w dxdt+

∫

R
N+1
+

t1−2s

(
∂w

∂t

)2
dxdt

)1/2
.

Scalar products in the above spaces are denoted as 〈·, ·〉Ḣs
D(RN ) and 〈·, ·〉Ḣ1

D(RN+1
+ ;t1−2s).

Under the above setting and assumptions, the following result holds.

Theorem 6.1. Let s ∈ (0, 1) and u ∈ Ḣs
D(R

N ). Then there exists a unique w ∈ Ḣ1
D(R

N+1
+ ; t1−2s)

solution to the problem

(6.1)

{
t1−2sP (D)w − (t1−2swt)t = 0, in R

N+1
+ ,

w = u, on RN ,

where the subscript t means derivatives with respect to t. In addition

(6.2) − lim
t→0

t1−2s ∂w

∂t
= κs (P (D))su in Ḣ−s

D (RN ),

in the sense that: for any Ψ ∈ Ḣ1
D(R

N+1
+ ; t1−2s)

〈w,Ψ〉Ḣ1
D(RN+1

+ ;t1−2s) = κs〈u,Ψ〉Ḣs
D(RN ).

Here Ḣ−s
D (RN ) denotes the dual of Ḣs

D(R
N ) while

(6.3) κs = 21−2sΓ(1− s)

Γ(s)

and Γ is the usual Gamma function.

Extension theorems found useful applications in the study of fractional partial differential equa-
tions. For P (D) = −∆, see [4]. We also quote [23] with P (D) a second order differential operator
with possibly non constant coefficients, see also [5]. A main point in our result is that the function
space is explicitly given.

6.1. Proof of Theorem 6.1. We start with some preliminaries. For any v ∈ C∞
c (RN ), we define

H(v) via its Fourier transform with respect to the variable x as Ĥ(v)(t, ξ) = v̂(ξ)ϑ(
√
P (ξ)t), where

ϑ ∈ H1(R+; t
1−2s) solves the ordinary differential equation:

(6.4)

{
ϑ′′ + (1−2s)

t ϑ′ − ϑ = 0,

ϑ(0) = 1.

We note that ϑ is a given by a Bessel function:

(6.5) ϑ(r) =
2

Γ(s)

( r
2

)s
Ks(r),

where, Kν denotes the modified Bessel function of the second kind with order ν. It solves the
equation

(6.6) r2K ′′
ν + rK ′

ν − (r2 + ν2)Kν = 0.

We have, see [8], for ν > 0,

(6.7) Kν(r) ∼
Γ(ν)

2

( r
2

)−ν

as r → 0 and K−ν = Kν for ν < 0, while

(6.8) Kν(r) ∼
√
π√
2
r−1/2e−r

as r → +∞. By using the identity

K ′
ν(r) = −ν

r
Kν −Kν−1,
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we get

(6.9) κs =

∫ ∞

0

t1−2s(|ϑ′(t)|2 + |ϑ(t)|2) dt = − lim
t→0

t1−2sϑ′(t) = 21−2sΓ(1− s)

Γ(s)
.

Since v ∈ C∞
c (RN ), v̂ decays faster than any polynomial. Then H(v) ∈ Ḣ1

D(R
N+1
+ ; t1−2s) and in

addition it satisfies the equation

(6.10) t1−2sP (D)H(v) − (t1−2sH(v)t)t = 0 in R
N+1
+ .

We start by showing that P (D) satisfies the trace property that any w ∈ Ḣ1
D(R

N+1
+ ; t1−2s) has a

trace which belongs to Ḣs
D(R

N ).

Proposition 6.2. There exists a (unique) linear trace operator

T : Ḣ1
D(R

N+1
+ ; t1−2s) → Ḣs

D(R
N )

such that T (w)(t, x) = w(0, x) for any w ∈ C∞
c (RN+1

+ ) and moreover

(6.11) κs ‖T (w)‖2Ḣs
D(RN )

≤ ‖w‖2
Ḣ1

D(RN+1
+ ;t1−2s)

for all w ∈ Ḣ1
D(R

N+1
+ ; t1−2s),

where κs is given by (6.9). Equality holds in (6.11) for some function w ∈ Ḣ1
D(R

N+1
+ ; t1−2s) if and

only if t1−2sP (D)w − (t1−2swt)t = 0 in R
N+1
+ .

Proof. Let v ∈ C∞
c (RN ). By (6.10), we have that any w ∈ C∞

c (RN+1
+ ) such that w(0, ·) = v on

RN satisfies

(6.12) ‖H(v)‖2
Ḣ1

D(RN+1
+ ;t1−2s)

≤ ‖w‖2
Ḣ1

D(RN+1
+ ;t1−2s)

.

Thanks to Parseval identity, we have

‖H(v)‖2
Ḣ1

D(RN+1
+ ;t1−2s)

=

∫

R
N+1
+

t1−2sP (ξ)Ĥ(v)
2
dξdt+

∫

R
N+1
+

t1−2s

(
∂Ĥ(v)

∂t

)2
dξdt

=

∫

R
N+1
+

t1−2sP (ξ)v̂2(ξ)|ϑ(
√
P (ξ)t)|2dξdt+

∫

R
N+1
+

t1−2sv̂2(ξ)

(
∂

∂t
ϑ(
√
P (ξ)t)

)2
dξdt

=

∫

R
N+1
+

t1−2sP (ξ)v̂2(ξ)|ϑ(
√
P (ξ)t)|2dξdt+

∫

R
N+1
+

t1−2sv̂2(ξ)P (ξ)|ϑ′(
√
P (ξ)t)|2 dξdt

=

(∫

RN

(P (ξ))sv̂2(ξ) dξ

)(∫ ∞

0

t1−2s(|ϑ′(t)|2 + |ϑ(t)|2)dt
)
.

We conclude that, for any v ∈ C∞
c (RN ),

(6.13) ‖H(v)‖2
Ḣ1

D(RN+1
+ ;t1−2s)

= κs‖v‖2Ḣs
D(RN )

.

This with (6.12) implies that

κs‖w(0, ·)‖2Ḣs
D(RN )

≤ ‖w‖2
Ḣ1

D(RN+1
+ ;t1−2s)

for all w ∈ C∞
c (RN+1

+ ).

The operator T is now defined as the unique extension of the operator w 7→ w(0, ·).

For sake of simplicity, in this paper, we have denoted the trace of a function w ∈ Ḣ1
D(R

N+1
+ ; t1−2s)

with the same letter w.

6.1.1. Proof of Theorem 6.1. We first consider u ∈ C∞
c (RN ). In this case w = H(u) and it is, of

course, unique in Ḣ1
D(R

N+1
+ ; t1−2s).

Now we observe that − limt→0 t
1−2s ∂Ĥ(u)(t,ξ)

∂t = κs(P (ξ))
sû(ξ) so that

− lim
t→0

t1−2s ∂H(u)

∂t
= κs(P (D))su in Ḣ−s

D (RN ).

By (6.10) and Proposition 6.2, we deduce, after integration by parts, that

(6.14) 〈H(u),Ψ〉H1
D(RN+1

+ ;t1−2s) = κs〈u,Ψ〉Ḣs
D(RN )
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for any Ψ ∈ Ḣ1
D(R

N+1
+ ; t1−2s), and this proves the theorem in this case.

For the general case u ∈ Ḣs
D(R

N ), there exists a sequence un ∈ C∞
c (RN ) such that un → u

in Ḣs
D(R

N ). It turns out that H(un) ⇀ w̃ in Ḣ1
D(R

N+1
+ ; t1−2s) and Tr(H(un)) ⇀ Tr(w̃) = u in

Ḣs
D(R

N ) . In particular for every ψ ∈ C∞
c (RN+1

+ )

〈w̃, ψ〉Ḣ1
D(RN+1

+ ;t1−2s) = 0.

This implies that w̃ = w and it is unique in Ḣ1
D(R

N+1
+ ; t1−2s). By (6.14)

〈H(un),Ψ〉Ḣ1
D(RN+1

+ ;t1−2s) = κs〈un,Ψ〉Ḣs
D(RN )

for any Ψ ∈ Ḣ1
D(R

N+1
+ ; t1−2s). Taking the limit as n→ ∞, we get the desired result.

Remark 6.3. We note that the trace operator T defined in Proposition 6.2 is surjective. To see
that, we argue by density. Let v ∈ Ḣs

D(R
N ). There exists a sequence vn ∈ C∞

c (RN ) such that

vn → v in Ḣs
D(R

N ). By (6.13) H(vn) is bounded and thus converges (up to subsequences) weakly

to some function w ∈ Ḣ1
D(R

N+1
+ ; t1−2s) and Theorem 6.1 implies that the convergence is strong

and thus
‖w‖2

Ḣ1
D(RN+1

+ ;t1−2s)
= κs‖T (w)‖2Ḣs

D(RN )
= κs‖v‖2Ḣs

D(RN )
.

7. Appendix B: The relativistic Schrödinger operator (−∆+m2)s

Given m > 0, letting P (D) = −∆ + m2, we have H1
D(R

N+1
+ ; t1−2s) = H1(RN+1

+ ; t1−2s) and

Hs
D(R

N ) = Hs(RN ). Applying Theorem 6.1, we have the following result.

Theorem 7.1. Let u ∈ Hs(RN ) and let w ∈ H1(RN+1
+ ; t1−2s) be the unique solution to the problem

(7.1)

{
−div(t1−2s∇w) +m2t1−2sw = 0, in R

N+1
+ ,

w = u, on RN .

Then

− lim
t→0

t1−2s ∂w

∂t
= κs(−∆+m2)su in H−s(RN ).

7.1. Bessel Kernel. We can observe that the Bessel kernel Pm(t, x) is given by the Fourier trans-

form of the mapping ξ 7→ ϑ(
√
|ξ|2 +m2 t), where ϑ is the Bessel function solving the differential

equation (6.4) and yet we can determine it explicitly.
Let U satisfy

−div(t1−2s∇U) +m2t1−2sU = 0, in RN+1
+ .

We have that V = t1−2s ∂U
∂t solves the conjugate problem:

−div(t−1+2s∇V ) +m2t−1+2sV = 0, in R
N+1
+ .

We look for F (the fundamental solution) which satisfies

−div(|t|−1+2s∇F ) +m2|t|−1+2sF = δ0, in RN+1.

By direct computations we have

F (z) = CN,sm
(N+2s−2)/2|z|−2s−N+2

2 KN+2s−2
2

(m|z|),
where CN,s is a normalizing constant and Kν denotes the modified Bessel function of the second

kind with order ν solving (6.6). Hence the choice of the Bessel Kernel in RN+1
+ is

Pm(t, x) = −t−1+2s ∂F (t, x)

∂t
.

Using the identity K ′
ν(r) =

ν
rKν −Kν+1, we obtain

(7.2) Pm(z) = C′
N,s t

2sm
N+2s

2 |z|−N+2s
2 KN+2s

2
(m|z|).

By using (6.7) we deduce that C′
N,s is given by

C′
N,s = pN,s

2(N+2s)/2−1

Γ((N + 2s)/2)
,
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where pN,s is the constant for the (normalized) Poisson Kernel with m = 0, see [3]. We refer
to [2], [6] for some Green function estimates for relativistic killed process. We also refer to [22] for
estimates of the Bessel Kernel.

We notice that, since Pm(t, x) is the Fourier transform of ξ 7→ ϑ(
√

|ξ|2 +m2t), we have

(7.3)

∫

RN

Pm(t, x)dx = ϑ(mt).

Now we deduce the norm from the Dirichlet form associated to (−∆+m2)s −m2s via the Bessel
kernel Pm. For s = 1/2 and N = 3, it was determined in [19, Theorem 7.12].

Proposition 7.2. For every u ∈ Hs(RN ), we have that
∫

RN

[∣∣(−∆+m2)
s
2u
∣∣2 −m2su2

]
dx =

cN,s
2
m

N+2s
2

∫

R2N

(u(x) − u(y))2

|x− y|N+2s
2

KN+2s
2

(m|x− y|) dxdy,

with

(7.4) cN,s =
2−(N+2s)/2+1

Γ((N + 2s)/2)

(∫

RN

1− cos(ξ1)

|ξ|N+2s

)−1

=
2−(N+2s)/2+1

Γ((N + 2s)/2)
π−N

2 22s
Γ
(
N+2s

2

)

Γ(2− s)
s(1− s).

Proof. We know that

−
∫

RN

lim
t→0

t1−2s ∂ϑ(
√
|ξ|2 +m2t)

∂t
û2(ξ) dξ = κs

∫

RN

(|ξ|2 +m2)sû2(ξ) dξ

= κs

∫

RN

∣∣(−∆+m2)
s
2u(x)

∣∣2 dx.

Or equivalently

(7.5) −2s

∫

RN

lim
t→0

ϑ(
√

|ξ|2 +m2t)− 1

t2s
û2(ξ) dξ = κs

∫

RN

∣∣(−∆+m2)
s
2u(x)

∣∣2 dx.

We now compute the left hand side of the above equality using the Bessel Kernel Pm. Given t > 0,
again by Parseval identity, we have

∫

RN

ϑ(
√

|ξ|2 +m2t)− 1

t2s
û2(ξ) dξ =

1

t2s

∫

RN

(
u(x)Pm(t, ·) ∗ u(x)− u2(x)

)
dx,

where Pm(t, ·)∗u(x) =
∫
RN u(y)Pm(t, x−y)dy. We normalize Pm by putting P̃m(t, x) = 1

ϑ(tm)Pm(t, x)

so that
∫
RN P̃m(t, x)dx = 1. We therefore have for t > 0
∫

RN

ϑ(
√
|ξ|2 +m2t)− 1

t2s
û2(ξ) dξ

=
ϑ(tm)

t2s

∫

RN

(
u(x)P̃m(t, ·) ∗ u(x)− u2(x)

)
dx+

1

t2s

∫

RN

u2(x)(ϑ(tm) − 1) dx

= −ϑ(tm)

2t2s

∫

R2N

(u(x) − u(y))2P̃m(t, x− y) dydx+
1

t2s

∫

RN

u2(x)(ϑ(tm) − 1) dx

= − 1

2t2s

∫

R2N

(u(x)− u(y))2Pm(t, x− y) dydx+
1

t2s

∫

RN

u2(x)(ϑ(tm) − 1) dx.

We conclude that for every t > 0
∫

RN

ϑ(
√

|ξ|2 +m2t)− 1

t2s
û2(ξ) dξ =

1

t2s

∫

RN

u2(x)(ϑ(tm) − 1) dx(7.6)

− CN,sm
N+2s

2

∫

R2N

(u(x)− u(y))2

(t2 + |x− y|2)N+2s
4

KN+2s
2

(m(t2 + |x− y|2)1/2) dxdy.(7.7)

We now have to check that we can pass to the limit as t → 0 under all the above three integrals.

Firstly, we observe that the function r 7→ ϑ(r)−1
r2s is decreasing because Ks is decreasing and thus

since u ∈ Hs(RN ), we deduce from (7.5) that

(7.8) lim
t→0

∫

RN

ϑ(
√
|ξ|2 +m2t)− 1

t2s
û2(ξ) dξ = −κs

2s

∫

RN

∣∣(−∆+m2)
s
2 u(x)

∣∣2 dx.
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For the same reason, we have that

(7.9) lim
t→0

1

t2s

∫

RN

u2(x)(ϑ(tm) − 1) dx = −m2sκs
2s

∫

RN

u2(x) dx.

Secondly, thanks to the asymptotics of Kν , we have that there exist r, R > 0 such that

|z|−νKν(m|z|) ≤





C|z|−2ν , for |x− y| < r,

C, for R ≥ |x− y| ≥ r,

C|z|−2ν , for |x− y| > R,

where C is a positive constant depending only on N, s, r, R and m. Since u ∈ Hs(RN ), we can
pass the limit as t → 0 under the integral in (7.7). This with (7.8) and (7.9) in (7.6) yields the
result. Finally, to prove (7.4) we use the precise estimate (6.7) and comparing with the Dirichlet
form in the case m = 0, see [7].

Remark 7.3. We first remark from the above result that for every u ∈ C2
c (R

N )

(−∆+m2)su(x) = cN,sm
N+2s

2 P.V.

∫

RN

u(x)− u(y)

|x− y|N+2s
2

KN+2s
2

(m|x− y|) dy +m2su(x).

We observe, using similar arguments as in the the proof of Proposition 7.2, that, for

w(t, x) = Pm(t, ·) ∗ u,
with u ∈ C2

c (R
N ), we have that
{
−div(t1−2s∇w)(t, x) +m2t1−2sw(t, x) = 0, for all (t, x) ∈ R

N+1
+ ,

− limt→0 t
1−2s ∂w

∂t (t, x) = κs(−∆+m2)su(x), for all x ∈ RN .

We now prove the following result.

Proposition 7.4. Let u ∈ C(Ω) such that
∫
RN (1 + |x|N+2s)−1|u(x)|dx < +∞. Let

w(t, x) =
(
Pm(t, ·) ∗ u

)
(x).

Then
lim
t→0+

w(t, x) = u(x)

for every x ∈ Ω.

Proof. We recall from (7.3) that
∫
RN Pm(t, x)dx = ϑ(tm) for all t > 0. Let x0 ∈ Ω; by continuity,

for every ε > 0, there exist tε, rε > 0 such that |u(y)− ϑ(tm)u(x0)| < ε for every y ∈ B′
rε(x0) and

0 < t < tε. Then∣∣∣∣w(t, x0)− ϑ(tm)u(x0)

∣∣∣∣ =
∣∣∣∣
∫

RN

(u(y)− u(x0))Pm(t, x0 − y)dy

∣∣∣∣

≤
∫

|y−x0|<rε
|u(y)− u(x0)|Pm(t, x0 − y)dy +

∫

|y−x0|≥rε
|u(y)− u(x0)|Pm(t, x0 − y)dy

≤ εϑ(tm) +

∫

|y−x0|≥rε
|u(y)− u(x0)|Pm(t, x0 − y)dy.

Using the fact that
|z|−νKν(m|z|) ≤ Cν |z|−2ν,

we have that ∫

|y−x0|≥rε
Pm(t, x0 − y)dy ≤ Ct2s

∫

|y−x0|≥rε

1

(t2 + |y − x0|2)
N+2s

2

dy

≤ Ct2s
∫

|y−x0|≥rε

1

(|y − x0|)N+2s
dy.

Hence we have

|w(t, x0)− ϑ(tm)u(x0)| ≤ εϑ(tm) + t2sCrε

[ ∫

RN

|u(x)|
1 + |x|N+2s

dx+ |u(x0)|
]
.

Sending t→ 0+ and ε→ 0 respectively, we get the result.
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7.2. Harnack and local Schauder estimates for the relativistic Schrödinger equation.

Let f ∈ L1
loc(B

′
1). We recall that a solution (resp. subsolution, supersolution) u ∈ Hs(RN ) to the

equation

(7.10) (−∆+m2)su = (resp. ≤,≥) f in B′
1

satisfies ∫

RN

(|ξ|2 +m2)sûϕ̂dξ = (resp. ≤,≥)

∫

B′

1

fϕdx for all ϕ ∈ Hs(RN ),

or, equivalently, thanks to Proposition 7.2,

cN,s
2
m

N+2s
2

∫

R2N

(u(x) − u(y))(ϕ(x) − ϕ(y))

|x− y|N+2s
2

KN+2s
2

(m|x− y|) dxdy

+m2s

∫

RN

uϕdx = (resp. ≤,≥)

∫

B′

1

fϕdx.

The following regularity result holds.

Proposition 7.5. Let a, b ∈ Lp(B′
1), for some p > N

2s .

(1) If u ∈ Hs(RN ) satisfies (−∆+m2)su ≤ a(x)u+ b(x) in B′
1 then u ∈ L∞

loc(B
′
1).

(2) If u ∈ Hs(RN ) is nonnegative and satisfies (−∆+m2)su ≥ a(x)u + b(x) in B′
1, then

inf
B′

1/2

u+ ‖b‖Lp(B′

1)
≥ C sup

B′

1/2

u.

(3) If u ∈ Hs(RN ) satisfies (−∆+m2)su = a(x)u+ b(x) in B′
1, then u ∈ C0,α

loc (B
′
1) and

‖u‖C0,α(B′

1/2
) ≤ C(‖u‖L∞(B′

3/2
) + ‖b‖Lp(B′

1)
),

where C > 0 depends only on N, s,m, ‖a‖Lp(B′

1)
.

Proof. By Theorem 6.1, if u ∈ Hs(RN ) satisfies

(−∆+m2)su = (resp. ≤,≥) a(x)u+ b(x) in B′
1

then there exist a unique w ∈ H1(RN+1
+ ; t1−2s) such that





−div(t1−2s∇w) +m2t1−2sw = 0, in RN+1
+ ,

w = u, on RN ,

− 1
κs

limt→0 t
1−2s ∂w

∂t = (resp. ≤,≥) a(x)w + b(x), on B′
1,

weakly. The result then follows from Propositions 3.3, 3.4 and 3.5.
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